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Abstract: One of the central advantages of the Herman Kluk Semiclassical Initial Value

Representation (SCIVR) of the quantum propagator is that through its prefactor it approximately

conserves unitarity for relatively long times. Its main disadvantage is that the prefactor appearing

in the SCIVR propagator is expensive to compute as the dimensionality of the problem increases.

When using the SCIVR series method for computation of the numerically exact quantum

dynamics, the expense becomes even larger, since each term in the series involves a product

of propagators, each with its own prefactor. This expense can be eliminated if one uses prefactor

free propagators; however, these do not conserve unitarity as well as the HK propagator. As a

compromise, we suggest the use of a hybrid propagator, in which the system variables are

treated with the Herman-Kluk prefactor, while the bath variables are treated as prefactor free.

Numerical application to a quartic oscillator coupled bilinearly to five harmonic bath oscillators

demonstrates the viability of the hybrid method. The results presented are also a first application

of the SCIVR series method to a system with six degrees of freedom. Convergence to the

numerically exact answer using Monte Carlo sampling is obtained with at most the first two

terms in the SCIVR series.

I. Introduction
The semiclassical initial value representation (SCIVR) ap-
proximation to the exact quantum propagator1-3 has been
demonstrated to be a practical way of approximately
computing quantum mechanical effects through classical
molecular dynamics simulations in systems with “many”
degrees of freedom.4-18 The most widely used SCIVR form
is that suggested by Herman and Kluk (HK) in 1984.3 Over
a decade ago, Kay demonstrated5-7 that one may use the
HK approximation for the propagator and obtain reasonably
good results, when compared to numerically exact quantum
computations on small systems. This led to an increasing
number of studies of the semiclassical IVR method, including
applications to systems with many degrees of freedom.22,23

Recent reviews may be found in refs 19-21.
A major difficulty though in the application of the HK

method is the computation of the prefactor.12,14,24-27 It is a
square root of a determinant of a complex linear combination

of matrices and as such must be computed at each time step
to ensure continuity of its phase. For a system withN degrees
of freedom, one must integrate not only the 2N equations of
motion in phase space but also the (2N)2 time dependent
monodromy matrix elements. Moreover, because the HK
prefactor is in the numerator, classical chaotic motion can
lead to an exponentially increasing prefactor making the
Monte Carlo computation virtually impossible.25

One way of overcoming these problems is by using
prefactor free propagators,28,33-35 of which Heller’s frozen
Gaussian is the first example.2 However the HK propagator
was invented by Herman and Kluk among others to precisely
solve an acute problem which appears in the frozen Gaussian
propagator. It rapidly loses unitarity.

In recent years, we have developed the SCIVR series
method29-33,36,37which uses the SCIVR propagator to obtain
exactquantum propagation. In this formalism, the SCIVR
propagator is the zeroth-order term in a perturbation series
where the “small” perturbation is a “correction operator”29

whose explicit form depends on the choice of the zeroth-* Corresponding author e-mail: eli.pollak@weizmann.ac.il.

345J. Chem. Theory Comput.2005,1, 345-352

10.1021/ct0499074 CCC: $30.25 © 2005 American Chemical Society
Published on Web 03/31/2005



order SCIVR propagator. The SCIVR series method has been
applied successfully to a number of problems, including one-
dimensional motion on an anharmonic potential,31,32 “deep”
tunneling through a symmetric Eckart barrier,36 the interfer-
ence pattern of a Gaussian wave packet scattered through a
two-dimensional double slit potential,33 and more. In all these
studies, only a few terms in the SCIVR series were needed
to compute the numerically exact result, demonstrating that
one could use Monte Carlo methods to converge real time
quantum dynamics computations.

In the SCIVR series method, the computational price of
each additional term in the series is heavy, as the n-th term
involves a product of n+ 1 propagators and n time
integrations. One is thus interested in reducing the integration
time of the underlying classical dynamics to a minimum. It
is at this point, where again the HK prefactor presents a
challenge due to the expense involved in its computation.
We also note, that thus far the SCIVR series method has
been applied at most to systems with two degrees of freedom.

In this paper we present a new method, which is based on
a hybrid between the HK propagator and the prefactor free
propagator.33 The method should be especially useful for
dissipative systems, that is systems which are bilinearly
coupled to harmonic baths. The idea is to use the HK
prefactor for the system degrees of freedom but to use the
prefactor free method for the bath degrees of freedom. In
Section II we derive the hybrid propagator and its associated
correction operator by demanding that on the average the
contribution from the bath degrees of freedom to the
correction operator vanishes.

In Section III we apply this methodology and compare it
with the HK based SCIVR series method for a particle
moving in a quartic potential but coupled bilinearly to a bath
of five harmonic oscillators. We find that the unitarity of
the hybrid propagator is substantially improved as compared
to the prefactor free propagator. This is also the first example
of the application of the SCIVR series method to a problem
with six degrees of freedom. The results presented show
convergence using only the first two terms of the SCIVR
series. We end the paper in Section IV with a Discussion of
the results and future applications.

II. A Hybrid SCIVR Propagator
A. The SCIVR Series Method.Briefly, we review first the
SCIVR series formalism. The exact quantum propagatorK̂(t)
obeys the equation of motion

while the SCIVR propagatorK̂0(t) equation of motion has
the general form:29

Here,Ĥ is the Hamiltonian operator andĈ(t) is termed the
“correction operator”. The formal solution for the SCIVR
propagator is then readily seen to be32

We may now represent the exact propagator in terms of a
series, in which thej-th element is of the order ofĈ(t)j:

Inserting the series expansion into the formal solution 2.3
one finds the recursion relation:

This recursion relation together with the known form of the
correction operator provides a series representation of the
exact propagator. Past experience has shown that this series
typically converges rapidly. In the next subsection we shall
derive the hybrid SCIVR propagator and its associated
correction operator.

B. The Hybrid SCIVR Propagator. We assume that we
are dealing with a system withNs degrees of freedom and a
bath withNb ) N - Ns degrees of freedom. The classical
phase space (with mass weighted coordinates and momenta)
may be separated into the system phase spaceps ) (p1, p2,
.., pNs), qs ) (q1, q2,.., qNs), and bath phase spacepb ) (pNs+1,
pNs+2, ..., pN), qb ) (qNs+1, qNs+2, ..., qN). We will further use
the notationYs ) (ps, qs), Yb ) (pb, qb), Y ) (Ys, Yb). We
assume that the Hamiltonian may be subdivided into two
parts, a system dependent part only and then all the rest

where T̂ and V̂ are the kinetic and potential operators,
respectively. The hybrid SCIVR propagator will be defined
rather generally by introducing a functionf(Y, t) such that
initially f(Y, 0) ) 1:

Here, R(Ys, t) is taken to be the Herman-Kluk preexpo-
nential factor, defined though on the phase space{Ys} only.
It does depend on the full phase space, in the sense that the
trajectories used to generate it are trajectories in the full phase
space of the combined system and bath. Its initial time value
is unity R(Ys, 0) ) 1. The classical actionS(Ys, t) is defined
on the system phase space{Ys} as

however it too depends on the full phase space in the sense
that the trajectories used to evaluate the system action are
propagated in the full phase space of the system and the bath.
The coordinate representation of the coherent state in eq 2.7
takes the form

ip
∂

∂t
K̂(t) ) ĤK̂(t), K̂(0) ) Î (2.1)

ip
∂

∂t
K̂0(t) ) ĤK̂0(t) + Ĉ(t), K̂0(0) ) Î (2.2)

K̂0(t - ti) ) K̂(t - ti) - i
p
∫ti

t
dt′K̂(t - t′)Ĉ(t′) (2.3)

K̂(t - ti) ) ∑
j)0

∞

K̂j(t - ti) (2.4)

K̂j+1(t - ti) ) i
p
∫ti

t
dt′K̂j(t - t′)Ĉ(t′) (2.5)

Ĥ(Y) ) Ĥs(Ys) + Ĥb,s(Y) ) T̂s + V̂s(Ys) + T̂b + V̂b,s(Y)

(2.6)

K̂0(t) )∫-∞

∞ dY

(2πp)N
R(Ys, t)f (Y, t)e(i/p)Ss(Ys,t)|g(Y, t)〉〈g(Y, 0)|

(2.7)

Ss(Ys, t) ) ∫0

t
dt′[ps(t′)q3 s(t′) - Hs(Ys(t′))] (2.8)
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and Γ in this paper will be defined as adiagonal time
independent width parameter matrix so that it may be divided
into two submatricesΓs for the system degrees of freedom
andΓb for the bath degrees of freedom. With these definitions
one notes that at timet ) 0, the generalized hybrid SCIVR
propagator of eq 2.7 is the identity matrix. The time
dependence in the coherent state is obtained from Hamilton’s
equations of motion for the classical limit of the quantum
Hamiltonian operator.

By expressly taking the time derivative of the hybrid
SCIVR propagator and using Hamilton’s equations of motion
one derives the following expression for the correction
operator

where the potential difference operators are

∇s is the gradient operator defined on the subspace of the
system coordinates, and∇ is defined on the full space of
the system and the bath coordinates.

The functionf has yet to be determined. As in our previous
derivation of prefactor free propagators,33 we will define it
by demanding that on the average, at any point and time in
the full phase space{Y}, the part of the correction operator
associated with the bath will vanish. That is we definef by
demanding

From eq 2.12 one then finds that the solution forf is

and the bath-system actionSb,s is found to be

The coherent state bath-system averaged potential is defined
as

Having defined the functionf we can now insert it back
into the original definition of the SCIVR propagator 2.7 to
get the central formal results of this paper. The zeroth-order
hybrid propagator is

and the associated correction operator takes the form

The potential difference operator is

To complete the formulation we write down here the explicit
expression for the Herman-Kluk prefactor

where the various terms in the brackets are the four matrices
for the system variables only.

We note, that in the limit that there are no bath variables,
that is N ) Ns then the hybrid propagator and associated
correction operator are identical to the Herman-Kluk
propagator and correction operator. Conversely, if all degrees
of freedom are considered as the bath degrees of freedom,
that is N ) Nb, then the hybrid propagator and correction
operator reduces to the prefactor free frozen Gaussian
propagator of Heller and its associated correction operator.

III. Application to a Dissipative System
A. Preliminaries. As a test of the hybrid method, we studied
a dissipative system of a quartic double well potential (Ns

) 1)

coupled bilinearly to a bath of harmonic oscillators

〈x|g(p, q, t)〉 ) (det(Γ)

πN )1/4

exp[-(1/2)[x - qt]
TΓ[x - qt] +

i
p
pt‚(x - qt)] (2.9)

Ĉ(t) ) ∫-∞

∞ dY

(2πp)N
[∆Vs(q̂s, t) + ∆Vb,s(q̂, t)]R(Ys, t) f (Y, t)

e(i/p)Ss(Ys,t)|g(Y, t)〉〈g(Y, 0)| (2.10)

∆Vs(q̂s, t) ) ip
Ṙ
R

+Vs(Ys, t)+ ∇sVs[qs(t)]‚(q̂s- qs(t)) - Vs(q̂s)

- p2

2
Tr[Γs] + p2

2
(q̂s - qs(t))

TΓsΓs(q̂s - qs(t)) (2.11)

∆Vb,s(q̂, t) )

ip
ḟ
f

+ 1
2
pb(t)

T‚pb(t) + ∇Vb,s[q(t)]‚(q̂ - q(t)) - Vb,s(q̂)

- p2

2
Tr[Γb] + p2

2
(q̂b - qb(t))

TΓbΓb(q̂b - qb(t)) (2.12)

〈g(Y, t)|∆V̂b,s(q̂, t)|g(Y, t)〉 ) 0 (2.13)

f (Y, t) ) exp( i
p
Sb,s(Y, t)) (2.14)

Sb,s(Y, t) ) ∫0

t
dt′(12pb(t′)

T‚pb(t′) - Ṽb,s(q(t′)) - p2

4
Tr[Γb])

(2.15)

Ṽb,s(q(t)) ) (det[Γb]

πN )1/2∫-∞

∞
dxe-[x-q(t)]TΓ[x-q(t)]Vb,s(x) (2.16)

K̂0(t) )∫-∞

∞ dY

(2πp)N
R(Ys, t)e(i/p)[Ss(Ys,t)+Sb,s(Y,t)]

|g(Y, t)〉〈g(Y, 0)| (2.17)

Ĉ(t) ) ∫-∞

∞ dY

(2πp)N
R(Ys, t)e(i/p)[Ss(Ys,t)+Sb,s(Y,t)]

∆V(q̂, t)|g(Y, t)〉〈g(Y, 0)| (2.18)

∆V(q̂, t) ) ∆Vs(q̂s, t) + ∆Vb,s(q̂, t) (2.19)

∆Vs(q̂s, t) ) ip
Ṙ
R

+ Vs(Ys, t) + ∇sV[q(t)]‚(q̂s- qs(t)) - Vs(q̂s)

- p2

2
Tr[Γs] + p2

2
(q̂s - qs(t))

TΓsΓs(q̂s - qs(t)) (2.20)

∆Vb,s(q̂, t) ) Ṽb,s(q(t)) + ∇Vb,s[q(t)]‚(q̂ - q(t)) - Vb,s(q̂)

- p2

4
Tr[Γb] + p2

2
(q̂b - qb(t))

TΓbΓb(q̂b - qb(t)) (2.21)

R(Ys, t) ) (det[12(∂qt

∂q
+

∂pt

∂p
- ipΓs

∂qt

∂p
+ i

p
Γs

-1
∂pt

∂q)])1/2

(2.22)

Vs(q) ) -1
2
q2(1 - q2

2qa
2) (3.1)

Vb,s(q) ) ∑
j)1

Nb 1

2(ωjxj -
cj

ωj

q)2

(3.2)
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The frequencies and coupling coefficients of the harmonic
bath are chosen so as to mimic a cutoff bath with cutoff
frequencyωc and friction coefficientη so that the spectral
density is

The discretization for a finite number of oscillators is carried
out as suggested by Gelabert et al.13 For the specific case of
the exponential cutoff bath, this means that

whereωm is the maximal bath frequency.
To simplify the numerical computation, we chose factor-

ized initial conditions for the system and the bath. Accord-
ingly, the initial condition for the system variable is that of
a Gaussian wave packet

The bath variables were distributed canonically with the bath
Hamiltonian:

The actual parameters chosen in the numerical simulations
areq0 ) qa ) 2, ωc ) ω/2, ωm ) 4ωc, γ ) 10, Γs ) 2.25,
Nb ) 5, T ) 0, Γb,j ) (ωj/p), and ω ) x2. The system
width parameter (Γs) was chosen to be the optimal width
for the quartic symmetric double well system, as described
in ref 31.

B. Normalization. The hybrid method was invented in
order to improve upon the normalization of the frozen
Gaussian method without having to pay the price of
computing the full monodromy matrices for system and bath.
The time dependent normalization of the hybrid SCIVR
propagator, using the factorized initial conditions as described
above, is

with â ) 1/kBT being the inverse temperature andQb )
Trb[e-âĤb] is the partition function of the bath. Due to the
choice of factorized initial conditions, the bath initial
conditions are Gaussian in the bath phase space variables,
while the system initial conditions are Gaussian in the system
phase space variables due to the choice of the Gaussian wave
packet. Therefore, the Monte Carlo computation of the
normalization is straightforward.

The time dependent normalization is shown in Figure 1.
These results were obtained using a Monte Carlo sample size

of 8.1‚107 for the three cases, respectively. The respective
standard deviations aree0.01. Panel a of the figure shows
the normalization for the case of no system bath coupling,
for which the hybrid propagator reduces to the HK system
propagator, so that the unitarity presented in the figure is
just a test of the unitarity of the Herman-Kluk propagator
for the one-dimensional quartic oscillator. As is evident from
the figure the Herman-Kluk propagator is close to unity
for the whole time interval presented in the figure. Panel b
shows the normalization of the hybrid propagator (solid line)
for weak friction (η ) 0.5) and panel c for strong friction
(η ) 3.0). In panels b and c we show also the normalization
that would have been obtained (dashed line) had we made
use of the prefactor free frozen Gaussian propagator of

Figure 1. The time dependent normalization |K0| of the hybrid
propagator for a quartic oscillator coupled bilinearly to a bath
of five harmonic oscillators. Panels a-c correspond to the
friction coefficient values η ) 0, 0.5, 3, respectively. The solid
and dashed lines correspond to the normalization obtained
from the hybrid and prefactor free propagators, respectively.

J(ω) )
π

2
∑
j)1

Nb cj
2

ωj

δ(ω - ωj) ) ηω exp-ω/ωc (3.3)

ωj ) -ωc log[1 - j
Nb

(1 - exp(-
ωm

ωc
)] (3.4)

cj ) ωj x2
π

ηωc

Nb
[1 - exp(-

ωm

ωc
)] (3.5)

〈q|Ψ〉 ) (γπ)1/4
exp[-γ

2
(q - q0)

2] (3.6)

Ĥb ) ∑
j)1

Nb 1

2
(p̂j

2 + ωj
2x̂j

2) (3.7)

|K0|(t) ) xTrb[e-âĤb

Qb
〈Ψ|K̂0

†(t)K̂0(t)|Ψ〉] (3.8)
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Heller. As expected, use of the hybrid propagator leads to
an impressive improvement in the unitarity property.

C. Thermal Overlap Function. The time dependent
thermally averaged overlap function of the wave packet,
which includes the firstk terms in the SCIVR series, is
defined as

The absolute value of the thermal overlap function is plotted
in Figure 2 for the same three values of the friction
coefficient as before. Numerical details about the Monte
Carlo averaging are given in the Appendix. Results are
presented for both the Herman-Kluk propagator used for
all degrees of freedom as well as the hybrid method, in which
the HK form is used only for the system variables. The
Monte Carlo sample size used forA0 was 1.3× 106 points,
enough to ensure an accuracy of 0.01, while forA1 1.74×
107 points were used to keep the same accuracy. The CPU
time needed for the HK propagator was about 10 times
greater than the CPU time used for the hybrid propagator.
As can be seen from the figure, the converged results are
very close to each other, justifying the use of the hybrid
method.

The results shown in Figure 2 forη ) 0 have already
been published in ref 31; they serve to remind us that for
the system alone, we know that convergence is obtained by
including only the first two terms in the series. Atη ) 0 we
could compare the SCIVR series results with the numerically
exact result as obtained from matrix diagonalization of the
Hamiltonian. However, in the presence of friction we do not
know the numerically exact results from an independent
computation. The results in the figure show though that the
differences between the zeroth-order and the first-order terms
are sufficiently small even in the presence of friction so that
we can safely assume that there is no need to go to higher
order terms in the series. This is then the first example of
the convergence of the SCIVR series method for real time
dependent quantum dynamics on a system with six degrees
of freedom.

D. The Thermal Autocorrelation Function. As a last
example, we consider a more physically measurable quantity,
the thermal autocorrelation function of the Gaussian wave
packet, defined as

Computation of the thermal autocorrelation function is more
expensive than the overlap function since here the propagator
appears twice. With respect to the SCIVR series, we will
use the notation

such that∆jM(t) denotes the term obtained by using all terms
of order Ĉj in the SCIVR series. The results obtained for
M(t), based on the hybrid propagator, are shown in Figure 3
for the strong friction case ofη ) 3.0. They are compared

with the numerically exact results obtained using basis set
techniques38 and the “classical” autocorrelation function
obtained by replacing the SCIVR dynamics with classical
mechanics. From the figure we note, that here too, it suffices
to go to first order in the SCIVR series. Higher order terms
are negligible, in fact we also computed the second order
correction up to the timet ) 7 with no appreciable difference
to that obtained with the first-order term only. Not surpris-

Ak(t) ) Trb[e-âĤb

Qb

〈Ψ|∑
j)0

k

K̂j(t)|Ψ〉] (3.9)

M(t) ) Tr[e-âĤb

Qb
|Ψ〉〈Ψ| K̂†(t)|Ψ〉〈Ψ| K̂(t)] (3.10)

M(t) ) M0(t) + ∆1M(t) + ∆2M(t) + ... (3.11)

Figure 2. The time dependence of the absolute value of the
thermal overlap function. Panels a-c correspond to the friction
coefficient values η ) 0, 0.5, 3, respectively. In all panels,
the dashed and solid lines correspond to the results obtained
with the zeroth-order and first-order hybrid propagator, re-
spectively. The stars denote results obtained with the first-
order HK propagator. The good agreement between the stars
and the solid lines demonstrates that the hybrid propagator
is as good as the HK propagator for this problem. The small
differences between the zeroth-order and first-order lines
indicate that the results have converged, using only the first-
order term in the SCIVR series.
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ingly, we find that the deviation of the converged quantum
autocorrelation function from the classical function is not
very big, and at strong friction one expects dissipative
quantum systems to become similar to the classical.

As for the error anlaysis, forM0 we used a sample size of
6.5‚107 points. For∆1M the sample size was 6.8‚109 points
and for∆2M, 1.1‚1010 points. The step size in time was 0.01.
The variances for the zeroth- and first-order terms are plotted
in Figure 4. We note that the standard deviation for the first-
order term is greater than the differences betweenM1(t) and
the numerically exact result of ref 38.

For the thermal autocorrelation function, use of the
Herman-Kluk propagator instead of the hybrid propagator
would have been numerically prohibitive, the computational
power of the 64 processor pentium IV PC farm at our
disposal would not have been sufficient to converge the
computation within a period of less than six months. The
reason for this is clear. For the HK propagator, computation

of the prefactor requires the solution of 2N + 1 + (2N)2 )
157 coupled equations of motion for our model with 5+ 1
degrees of freedom. For the hybrid method one needs 2N +
1 + (2Ns)2 ) 17 coupled equations. The added expense also
grows as a power law for each additional term in the SCIVR
series, since each additional term requires an additional
propagator with its independent prefactor. It is thus not
surprising that the hybrid method leads to a considerable
saving in computational time.

IV. Discussion
In this paper we have presented a new hybrid SCIVR series
representation of the quantum propagator which may be
considered as a compromise between the series representation
based on the Herman-Kluk and the Heller prefactor free
frozen Gaussian propagators. The hybrid zeroth-order propa-
gator conserves unitarity significantly better than the Heller
propagator, but the numerical effort is much smaller than
that needed for the Herman-Kluk propagator. The hybrid
method would seem to be ideally suited for dissipative
systems where there is a clear identification of a system and
a bath. Its usefulness for more general systems remains to
be tested.

This paper presents also for the first time the application
of the SCIVR series method to a system with 6 degrees of
freedom. We found that as in our experience with one- and
two-dimensional systems, the series converges rapidly and
that only the first two terms in the series suffice for obtaining
a converged result.

The HK propagator is known to be problematic for
strongly chaotic systems, since the HK prefactor then gives
an exponentially growing in time term which makes it very
difficult to converge a Monte Carlo computation. The hybrid
method has the potential of overcoming this problem, by
judicious choice of the “system” and the “bath” so that the
system part would not include the strongly chaotic trajec-
tories.

The computations presented in this paper were for a finite
time, of the order of three oscillations of the particle in a
well of the quartic potential. Integration for longer times
would have necessitated going to higher order terms in the
SCIVR series expansion, making the computation prohibitive
for our modest computational resources. We also note that
all our results are forT ) 0, which may considered as a
“tough” example as the system would tend to be more
classical as the temperature is increased.

Finally, although we have used the factorization ap-
proximation for the bath, this is not essential. One may treat
the full thermal Hamiltonian using imaginary time path
integral methods.39,40This would make the programming and
computation somewhat more expensive but should not make
it impossible. In this paper, we were interested to demonstrate
the utility of the hybrid method and the fact that the SCIVR
series can be computed and converged for “large” systems.
Doing away with the factorization approximation is a topic
for future work.

Acknowledgment. This work has been supported by
grants from the U.S. Israel Binational Science Foundation
and the Israel Science Foundation.

Figure 3. The time dependence of the thermal autocorrelation
function for strong friction η ) 3.0 using the hybrid propagator.
The dashed and solid lines correspond to results obtained
using the zeroth-, and zeroth-, and first-order terms in the
SCIVR series, respectively. The stars are the numerically
exact results of ref 38. The dashed dotted line shows the
results obtained with classical mechanics propagation. Note
the good agreement between the first-order SCIVR series
results and the exact results.

Figure 4. The time dependent variances for the leading order
terms in the SCIVR series computation presented in Figure
3. The solid line is for the first-order result, the dashed-dotted
line is for the zeroth-order result. The variance σ(∆M) )

x(〈∆M2〉-〈∆M〉2)/N where N is the number of Monte Carlo
points used.

350 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Zhang and Pollak



V. Appendix: Monte Carlo Evaluation of
Terms in the SCIVR Series for the Thermal
Overlap Function
In this Appendix we will describe the Monte Carlo meth-
odology we used to evaluate the thermal overlap function.
First we note that the trace of the harmonic bath Hamiltonian
and the initial Gaussian wave packet with the coherent state
at time t gives a Gaussian in the phase space variables at
time t:

The rather lengthy analytic expression for the bath matrix
element〈g(Yb, 0)|e-âĤb|g(Yb, t)〉 is given in eq 3.20 of ref
13 and provides a Gaussian weighting for the initial conditons
of the bath. The system term〈g(Ys, 0)|Ψ〉 provides a
Gaussian weighting for the system initial condition since

whereΓa ) (Γs + γ)/2,Γ1 ) γΓs/Γa
2, Γ2 ) γΓs/(4Γa).

The computation of the leading order term is now
straightforward. Each Gaussian in either coordinate or
momentum is converted in standard fashion to a variable
defined on the [0, 1] interval and then generated randomly.
One then integrates trajectories forward from time 0 to the
final time and collects the data. For the leading order term
one can use each time step in the integration to obtain the
thermal overlap function at each intermediate time.

The first-order term is somewhat more complex, since now
one has two phase space integrations, one coming from the
SCIVR operatorK̂0(t), the other coming from the correction
operatorĈ(t). Both of them are rewritten as

and we have used the notation

The integrand of the first-order term may thus be rewritten
as

As in the case of the leading order term, the trace term in
the expression is again a Gaussian in both the initial and
final time phase space coordinates and momenta

thus providing a Gaussian weighting to the phase space

variables included inY andYc. Since the phase space volume
element is invariant in time (dY ) dY t), one can replace the
integration over initial points in phase space with an
integration over the final points. This then leads to Gaussian
final conditions for the phase space points associated with
the propagatorK̂0 as well as Gaussian initial conditions for
the phase space associated with the correction operatorĈ(t).
This means that for the first-order correction we have two
sets of trajectories, those run backward in time associated
with the SCIVR propagator and those run forward in time
associated with the correction operator.

Operationally, one propagates a randomly chosen phase
space point backward in time from the final timet to the
initial time 0, and one has a different initial condition from
which a trajectory is propagated from time 0 to timet. These
two trajectories then contribute a vector of points for all the
intermediate timest′. This process is then repeated a large
number of times, to obtain the converged integrand which
is then time integrated by Simpson’s rule.

The same procedure becomes more costly when consider-
ing the integrand of the second-order contribution to the
SCIVR series which now involves a product of three
operators:

Now we have three independent phase space volumes, one
coming from the propagatorK̂0, one coming from the
correction operatorĈ(t′′), and the third one fromĈ(t′). As
in the case of the zeroth- and first-order contributions, the
term Trb[e-âĤb〈Ψ|g(Y, t - t′′ - t′)〉〈g(Yc′, 0)Ψ〉] is a
Gaussian, providing a Gaussian weighting to two phase space
volumes. However, the third intermediate Gaussian weighting
results from the time dependent overlap of the two correction
operators, which we write in the following form

The overlap of the two coherent states is known analytically
and again gives a Gaussian distribution

The problem is that this Gaussian distribution is time
dependent. Thus one can no longer run trajectories from the
end and initial time points only as before and store the time
dependent data between, but one has to propagate trajectories
at each intermediate time point from a newly generated
random distribution which depends on the end point of a

Trb[e
-âĤb〈Ψ|K̂0(t - t′ - t′′)Ĉ(t′′)Ĉ(t′)|Ψ〉] )

∫-∞

∞
dY∫-∞

∞
dYc′′∫-∞

∞
dYc′E0(Y, t - t′′ - t′)E0(Y

c′′,t′′)E0(Y
c′, t′)

〈g(Yc′′,0)|∆V(q̂, t′)|g(Yc′, t′)〉 × 〈g(Y,0)|∆V(q̂, t′′)|g(Yc′′, t′′)〉
Trb[e

-âĤb〈Ψ|g(Y, t - t′′ - t′)〉〈g(Yc′, 0)|Ψ〉] (A.8)

〈g(Y1, 0)|∆V(q̂, t′)|g(Y2, t′)〉 ) 〈g(Y1, 0)|g(Y2, t′)〉
〈g(Y1, 0)|∆V(q̂, t′)|g(Y2, t′)〉

〈g(Y1, 0)|g(Y2, t′)〉
(A.9)

〈g(Y1, 0)|g(Y2, t′)〉 ) exp[-1
4
[q1(0) - q2(t′)]

TΓ[q1(0) -

q2(t′)]] × exp[- 1
4p

[p1(0) - p2(t′)]
TΓ-1[p1(0) - p2(t′)] +

i
2p

[q1(0) - q2(t′)][p1(0) + p2(t′)]] (A.10)

Trb[e
-âĤb〈Ψ|g(Y, t)〉〈g(Y, 0)|Ψ〉] ) 〈g(Yb, 0)|e-âĤb|g

(Yb, t)〉〈Ψ|g(Ys, t)〉〈g(Ys, 0)|Ψ〉 (A.1)

〈g(Ys, t)|Ψ〉 ) Γ1
1/4e-Γ2(qt-x0)2-(pt

2)/(4Γap2)+(i)/(2Γap)pt(qt-x0) (A.2)

K̂0(t - t′) )∫-∞

∞
dY E0(Y, t - t′)|g(Y, t - t′)〉〈g(Y, 0)|

(A.3)

Ĉ(t′) ) ∫-∞

∞
dYcE0(Y

c, t′)∆V(q̂, t′)|g(Yc, t′)〉〈g(Yc, 0)| (A.4)

E0(Y, t) ) 1

(2πp)N
R(Ys, t)e(i/p)[Ss(Ys,t)+Sb,s(Y,t)] (A.5)

Trb[e
-âĤb〈Ψ|K̂0(t - t′)Ĉ(t′)|Ψ〉] ) ∫-∞

∞
dY∫-∞

∞
dYcE0(Y, t -

t′)E0(Y
c, t′) × 〈g(Y, 0)|∆V(q̂, t′)|g(Yc, t′)〉Trb[e

-âĤb〈Ψ|g
(Y, t - t′)〉〈g(Yc, 0)|Ψ〉] (A.6)

Trb[e
-âĤb〈Ψ|g(Y, t - t′)〉〈g(Yc, 0)|Ψ〉] ) 〈g(Yb

c, 0)|e-âĤb|g
(Yb, t - t′)〉〈Ψ|g(Ys, t - t′)〉〈g(Ys

c, 0)|Ψ〉 (A.7)
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previous trajectory at that time. Furthermore, one now has
to collect the generated data into a matrix of timest′ andt′′
so that finally the double time integration may be carried
out using the trapezoid rule.

Although becoming complicated, the actual algorithm, up
to order two is straightforward. The computation of the third-
order term though is much more prohibitive, since now one
would have two intermediate sets of phase space variables
and would have to store a matrix for three times, so that the
storage requirements may become critical. In principle this
could be overcome by treating also the time integration using
Monte Carlo methods, but to date we have not tested how
well one could converge such a computation.
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Dynamics of the Staudinger Reaction
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Abstract: The Staudinger reaction of phosphane and azide has been investigated by Atom-

centered Density Matrix Propagation (ADMP) approach to ab initio molecular dynamics (AIMD)

in combination with molecular orbital analysis within density functional theory. At room

temperature, the reaction pathway with the cis initial attack dominates the Staudinger reaction.

Electrostatic interaction, charge transfer, and covalent overlap are responsible for the initial attack

and for the system to overcome the initial reaction barrier. The rotation of PH3 and PH vibrations

facilitate the isomerization of the system from cis intermediate to the last transition state, which

indicates that small substituent groups on phosphane can facilitate the last stage of the

Staudinger reaction. During the course of the reaction, the change of the average polarizability

correlates positively to the change of the potential energy of the system, which clearly suggests

that polar solvents can facilitate the overall reaction by stabilizing all transition states and reducing

all reaction barriers.

I. Introduction
Staudinger reactions are widely utilized in organic chemistry1-4

and biology.5 In a Staudinger reaction, phosphane (A) reacts
with azide (B) to produce phosphazene (C) and nitrogen gas1

(as shown in Scheme 1). With density functional theory
(DFT), we investigated reaction mechanisms of Staudinger
reactions and identified four initial reaction pathways.6 The
cis-reaction pathway is the most accessible for Staudinger
reactions.6-8 Both of the cis- and trans-intermediates were
observed in experiments;9-11 the existence of the trans-
intermediate is the result of isomerization from the cis-
intermediate.6,8 The initial trans-reaction barrier is much
higher than the initial cis-reaction barrier.6,8 The remaining
two initial reaction pathways, gamma and concerted attacks
(as shown in Scheme 1), were also studied.6 The concerted
initial reaction can be realized with appropriate substituent
groups on phosphane and azide. The one-step gamma initial
reaction has a reaction barrier lower than the trans-initial
reaction barrier but higher than the cis-initial reaction barrier.

The trans-initial reaction is always unfavorable because there
is only electrostatic attraction between P and NR to stabilize
the transition state, while P can have electrostatic attractions
with both NR and Nγ in the cis- and concerted transition
states.6 From a long distance (e.g. 4 Å), P in phosphane has
electrostatic attractions with NR and Nγ and electrostatic
repulsion with Nâ in both the initial cis- and concerted
transition states. The electrostatic attraction is much stronger
than the electrostatic repulsion as indicated by the natural
charges of these atoms (as shown in Scheme 1). In the initial
concerted transition state, the large distortion of N3 backbone
in azide from nearly linear structure is an unfavorable factor
compared with the more open initial cis-transition state.
However, the preference of the cis-initial attack has not been
fully understood dynamically. Even with conventional
quantum mechanical (QM) calculations on the stationary
points of the potential energy surface (PES), the dynamical
information of preference of the initial reaction pathway is
not clear, especially about the interaction of phosphane with
azide during the initial reaction phase.

After the initial reaction, two possible cis-intermediates
(cisor ciscloseas illustrated in Scheme 2) form. Among these
two cis-intermediates, only thecis can isomerize to a trans-
intermediate (trans).6 Both cis-intermediates can proceed
forward to form another intermediate (int ) and to reach the
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final products (phosphazene and N2).6 Our studies6 and other
theoretical works7,8 indicated that the PES is very flat at the
N2 dissociation region aroundTS3 (as shown in Scheme 2).
Intrinsic reaction coordinate13 model can locate the minimum
energy reaction pathway starting from a transition state;
however, the dynamic detail of a reaction pathway starting
from a minimum could not be explored with this model.

Molecular dynamics (MD) involving propagation of nuclei
in molecule on the PES by solving Newton’s equation of
motion provides rich information about reactivity and
dynamics of a system. The PES could be obtained by fitting
to experimental or computational data. However, for poly-
atomic systems, the experimental data for dynamics are
sparse and PES fitting is not a trivial task. Empirical force
field has gained wide popularity especially in MD simula-
tions of large systems (e.g. in biology,14,15solid-state physics
and surface science16). Nonetheless, when the quantum effect
is important, classical trajectory simulation with the empirical
force field cannot produce qualitatively correct result. QM
force field, also known as ab initio MD (AIMD) or quantum
mechanical MD (QMMD), is a natural choice to overcome
this difficulty. In AIMD, (classical) nuclei move on the

electronic PES whose energy and derivatives are calculated
directly from ab initio methods. Born-Oppenheimer MD
(BOMD)17 methods and extended Lagrangian MD (ELMD)
methods are two major flavors of AIMD. In BOMD, the
electronic structure calculation is fully converged at each
nuclear configuration. While in ELMD, both the electronic
wave function and the nuclei are treated as dynamical
variables and are propagated simultaneously. The time-
consuming feature of BOMD refrains its broad applications.
ELMD, which produces comparable dynamics of nuclei to
that from BOMD but with lower cost, has been embraced
in both physics and chemistry communities, especially since
the seminal work of Car and Parrinello.18 Car-Parrinello MD
(CPMD) is a prototype of ELMD. Aimed to treat condensed
phases, CPMD employs pseudopotentials and a large number
of plane-wave basis functions, which are natural choices for
describing condensed phases.19 It is possible to use atom-
centered Gaussian basis function to carry out CPMD,20-22

although a strict energy conservation problem remains to be
solved.20 In molecular systems of chemical reactions in
solution or in gas phase, atom-centered basis functions are
more chemically intuitive choices due to their localized
nature. Recently, atom-centered density matrix propagation
(ADMP) based MD emerged23-26 and paved a new way to
perform AIMD simulations. This new method provides a
“novel and robust computational tool to perform AIMD”,24

especially for chemical reactions. Kohn-Sham molecular
orbitals are propagated in conventional CPMD,20-22 while
it is the single-particle density matrix that is propagated with
nuclei in ADMP.23-26 Of course, other variables can also be
propagated in AIMD.27

In present work, with ADMP, we will study the details of
the initial Staudinger reaction of (PH3 + N3H) and subse-
quent isomerization of the cis-initial intermediate. The details
of the reaction mechanisms of this reaction have been
reported before.6-8 In combination with molecular electronic
theory, we will shed lights on the detailed molecular orbital
interactions of the two reactants in the initial reaction stage.

II. Computational Methods
The initial applications25 and analysis26 on ADMP manifested
that ADMP produces a similar PES to that of BOMD while
possess some advantages over the plane-wave based CPMD,
e.g. ADMP has no systematic bias due to the fictitious
electronic mass in computing molecular properties.25 In
ADMP with orthonormal basis, an extended Lagrangian for
a system is23

whereM , R, V, P, W, andµ are the nuclear masses, nuclear
positions, nuclear velocities, density matrix, density matrix
velocity, and fictitious mass for the electronic degrees of
freedom, respectively. The first term in eq 1 is the kinetic
energy of nuclei; the second term is the kinetic energy for
the electronic degrees of freedom; the third term is the
electronic energy of the system; and the fourth term is a
constraints on the total number of electrons Ne and on the

Scheme 1. Illustration of the Staudinger Reaction of
Phosphane (PR3) + Azide (N3R′)a

a The electronegativities are from ref 12; the charges are from
nature charge analysis.

Scheme 2. Possible Reaction Pathways for the
Staudinger Reactiona

a Adapted from ref 6.

£ ) 1
2
Tr(VTMV) + 1

2
µTr(WW) - E(R,P)- Tr[Λ(PP-P)]

(1)
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idempotency of the density matrix with a Largrangian
multiplier matrix Λ. In the orthonormal basis, the Euler-
Lagrange equations of motion of the nuclei and of the density
matrix are23

and

The nuclei and density matrix are propagated with eqs 2 and
3, respectively. In CPDM, the molecular orbitals rather than
the density matrix are propagated19

Proper choosing of the fictitious mass of the electronic
degrees of freedom and time step in ADMP simulations
ensures a good energy conservation and the adiabaticity
between the nuclear and electronic motions.23,24One impor-
tant advantage of ADMP over the traditional CPMD is that
ADMP can treat the isotope effect of hydrogen and deuter-
ium,24,25 which becomes an important dynamical factor in
processes involving hydrogen atoms, e.g. proton transfer and
PH bond vibrations and rotations. In ADMP simulations, the
initial velocities of nuclei are randomly generated to simulate
Boltzmann distribution.23-25 The kinetic energy of a system
also affects the adiabaticity between nuclei and electrons;
this kinetic energy should be much smaller than the gap
between the highest occupied molecular orbital (HOMO) and
the lowest unoccupied molecular orbital (LUMO) of the
system to ensure that the dynamics is simulated close to the
Born-Oppenheimer ground-state surface, well below the
lowest excited electronic state.24,25 Usually a thermostating
method, such as Nose´-Hoover thermostats,28 on the electronic
subsystem is applied when the kinetic energy of the system
is too high. MD simulation provides complementary infor-
mation about the thermodynamic, dynamical properties, and
microscopic motions of nuclei of a chemical reaction.
However, due to the computing effort on the electronic
energy of the system, ADMP is time-consuming for large
systems, though the ONIOM model can be applied in some
cases.29 Furthermore, due to the nature of AIMD, the zero-
point vibrational energy (ZPVE) correction is not incorpo-
rated for the PES.

Quantum chemical package Gaussian 0330 has been
employed for the calculations. Various stationary points (e.g.
cisTS, gammaTS, cis, TS1, TS2, andTS3) on the PES from
QM calculations6 are used as starting points for MD
simulations for the Staudinger reaction. To be consistent with
previous QM calculations, B3LYP31,32 with 6-31G(d) basis
set is used for MD simulations. To get appropriate PES for
theTS3 region, the ZPVE correction is included in the static
QM calculations.6 However, no ZPVE corrections are
considered in ADMP simulations in our present studies. The
performance of B3LYP with the 6-31G(d) basis set6,33 gives

us confidence in applying this method in present MD
simulations.

The coordinates of the system in the Staudinger reaction
during ADMP simulations are extracted for single point QM
calculations with natural bond orbital (NBO)34 and molecular
orbital analysis. In ADMP simulations, two different condi-
tions are employed, adiabatic MD and thermostatic MD. In
adiabatic MD, once the system is given an initial kinetic
energy, the total energy is conserved during the entire
simulation; most of the ADMP simulations are carried out
under this condition. In thermostatic MD simulations, the
kinetic energy of the system is kept constant. In all ADMP
simulations, no ZPVE correction is made. For convenience,
the initial kinetic energy for each ADMP simulation is chosen
to be 0.01 eV (6.3 kcal/mol) for transition states or a multiple
of 0.01 eV for minima. All of the kinetic energies are chosen
to be much smaller than the HOMO-LUMO gap of all the
stationary points investigated to keep the trajectories close
to the ground-state PES and well below any excited-state
PES. The smallest HOMO-LUMO gap is 3.08 eV (71.0
kcal/mol) for transTS, which is much larger than any of
the initial kinetic energies added to the system at the
stationary points. Last, due to the finite number of trajectories
we have sampled, we do not claim that our results are
statistically accurate; rather we are confident about the
qualitative understanding derived from the ADMP simula-
tions presented hereafter.

III. Results and Discussion
A. gammaTS of PH3 + N3H. Table 1 and Scheme 3 display
the energies and reaction profiles of the Staudinger reaction,
respectively. The ADMP simulations starting fromgamma-
TS are performed with time step 0.2 fs for 400 fs; the system
has 6.3 kcal/mol (0.01 eV, another value could also be
chosen) initial kinetic energy with fictitious electronic mass
of 0.1 amu Bohr2. These ADMP simulations end with either
the reactants (PH3 + N3H) or the products (N2 + H3PdNH)
with gammaTSbridging in between.

B. cisTS of PH3 + N3H. With the same conditions, ADMP
simulations are carried out forcisTS for 2 ps. The change
of potential energy of the system during simulations and
average polarizability of some selected points are shown in
Figure 1. In the reverse reaction direction to reactants PH3

and N3H, cisTS completely dissociates to PH3 and N3H
around 84 fs as shown in Figure 1; at this stage, the PNR

and PNγ distances are 4.4 and 4.1 Å, respectively. After the
dissociation, the potential energy of the system keeps con-
stant with small fluctuations. The dissociation energy is 21
kcal/mol, i.e. the system needs 21 kcal/mol to initialize the
Staudinger reaction; this is in good agreement with our recent
DFT calculations if the ZPVE correction is not included.15

The average polarizability decreases along the reverse
reaction trajectory; this indicates that solvent effects on the
Staudinger reaction (PH3 + N3H) will get stronger as PH3
approaches N3H in the initial attack. The average polariz-
ability of the system begins to increase at 40 fs, when the
strong interaction between PH3 and N3H occurs. (This is
further verified by charge transfer between these two
reactants in Figure 11.)

M
d2R

dt2
) -

∂E(R,P)
∂R |

P
(2)

µd2P

dt2
) -[∂E(R,P)

∂P |
R

+ ΛP + PΛ - Λ] (3)

µd2ψ
dt2

) -
∂E(R,ψ)

∂ψ |
R

+ constraints (4)
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The potential energy, geometric changes, and molecular
orbital (MO) interactions between N3H and PH3 of some
selected points for the first 100 fs simulations are shown in
Figure 2. From the geometries of the five points shown in
Figure 2, one notices that bond distance difference between
RPNR and RPNγ increases as PH3 approaches N3H. This means
that the initial approach of PH3 to N3H for the cis attack is
not directly toward NR: P approaches rather simultaneously
to NR and Nγ. As getting close to N3H, PH3 moves
attractively toward NR in N3H due to the electrostatic
attraction and covalent interaction. It is very evident from
the structure and molecular orbtials of the five points in
Figure 2 that the motion of PH3 approaching N3H is
translation concurrently with rotation of PH3. Due to the
relative orientation of PH3 to N3H, the molecular orbital
overlap begins to turn on at 40 fs with RPNR and RPNγ

distances of 2.9 and 3.2 Å, respectively, as PH3 approaches

N3H; the electrostatic attraction should play a prominent role
for the initial approach of PH3 to N3H (more discussed later).

At point E in Figure 2, there is no covalent interaction
(MO overlap) between PH3 and N3H, and the three MOs
shown are the lone pair electrons of N and P. As the two
molecules get closer atD, the MOs of the lone pair electrons
on P and N adjust themselves according to the relative
orientation of PH3 and N3H and no MO overlap occurs.
When the two molecules get closer at pointC, orbital overlap
and charge transfer between PH3 and N3H occur as indicated
by the relevant MOs. P donates electrons to Nγ from its lone
pair, and NR back-donates the lone pair to P through orbital
overlap. This explains the strong interaction of P with both
NR and Nγ in cisTS. As these two molecules get closer as
manifested by pointsB andA, the covalent interactions get
stronger (more MOs forA, B, C, andD are shown in Figure
2s of the Supporting Information), which help to overcome
the initial reaction barrier to reach intermediate,cis. The
empty d orbitals on P have very limited contribution to the
interaction of PH3 with N3H according to the NBO analysis.

In another ADMP simulation ofcisTS with the same
conditions (time step 0.2 fs and 6.3 kcal/mol initial kinetic
energy) for 2 ps, PH3 attacks NR and forms PNR bond after
12 fs, thus rendering the formation of thecis intermediate.
The system, trapped in thecis potential well, fluctuates
around the structure ofcis after reachingcis during the 2 ps
ADMP simulations.

The same conditions are applied to ADMP simulations of
cis, with 6.3 kcal/mol of initial kinetic energy. Under this
condition, the system is trapped in thecis potential well for
4 ps; this indicates that the system does not have enough
energy in the reaction coordinates to overcome the reaction
barriers to return to reactants or to tautomerize totrans or
isomerizes toint . Increasing the initial kinetic energy to 25.2
kcal/mol (0.04 eV/mol) in an ADMP simulation of 2 ps
starting fromcis drives the system out of thecis potential
well. The changes of potential energy of the system along
the trajectory are shown in Figure 3. The system tries to
open the PNRNâNγ four-membered ring to reach a local
maximumA at 54 fs (as shown in Figure 3) with APNRNâ )
145°, ANRNâNγ ) 126°, and RPNγ ) 3.4 Å and then returns
to cis and moves out of thecis potential well to reach the
structure at pointB similar to TS2 at 136 fs. The system
then repeats the PNRNâNγ ring-opening and ring-closing
motions till 300 fs. There is a small potential energy plateau
after 300 fs of ADMP simulation, where PH3 rotates about
the PNR bond from 300 to 370 fs resemblingcis f TS2
motion (D f E). After 370 fs, the system returns tocis and
internally rotates about the NRNâ bond to reach 35° for the
dihedral angle DPNRNâNγ at pointF. Along with this internal
rotation, the system stretches PNR, NRNâ, and Nâ Nγ bonds

Table 1. HOMO-LUMO Gaps (in eV) and the Relative Electronic Energies (with and without the ZPVE Correction) and the
Relative Gibbs Free Energies (at 1 atm and 298 K) of the Stationary Points along the Staudinger Reactiona

gammaTS transTS cisTS trans TS1 cis TS2 int TS3 products

HOMO-LUMO gap 4.24 3.08 5.07 5.35 4.90 5.80 5.56 5.54 5.67
electronic (no ZPVE) 32.8 48.2 21.6 25.5 32.3 15.8 26.4 25.6 27.4 -30.1
electronic (with ZPVE) 33.4 50.3 23.9 29.3 36.0 19.9 29.4 29.0 28.8 -29.2
Gibbs 41.9 59.6 33.2 38.7 45.7 29.7 39.5 38.8 39.3 -28.8

a All relative energies are measured with respect to that of the reactants and in kcal/mol.

Scheme 3. Reaction Profiles of the Staudinger Reaction
of PH3 + N3Ha

a The numbers are relative electronic energy with the ZPVE
correction (in kcal/mol) of stationary points (measured with respect
to that of the reactants).

Figure 1. The relative potential energy (in kcal/mol) of the
system to cisTS during ADMP simulation of 2 ps. The inserts
are the average polarizability (in Bohr3) of system during the
first 90 fs simulation and the relative potential energy for the
first 100 fs, respectively.

356 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Tian and Wang



from 410 to 600 fs to prepare for the right energy and
momentum distributions for PH3 and N3H dissociation as
represented by pointG. After 640 fs, the system begins to
dissociate back to PH3 and N3H, as indicated by the drastic
drop of potential energy starting from pointH. At 740 fs,
the system completely dissociates to PH3 and N3H with RPNR

) 4.2 Å and RPNγ ) 3.3 Å, as indicated by pointI .
C. TS1 of PH3 + N3H. If the ADMP simulations start

from TS1 (A) (as shown in Figure 4), the system comes to
trans (B) and then goes tocis (D) by overcomingTS1 (C).
The reaction barrier fromtrans to cis is 7.5 kcal/mol, and
the reverse barrier is 11.9 kcal/mol fromcis to trans, which
are in good agreement with our previous QM calculations.6

The deviation of these barriers from those of the QM studies
is expected, since the MD simulation usually does not go
through minimum energy path and does not include the

ZPVE correction. By overcoming an 11.1 kcal/mol reaction
barrier atTS2 (E), the system reachesint (F) and then comes
to a potential energy plateau involving the migration of PH3

from NR to Nγ and backward migration from Nγ to NR as
indicated by pointsE, F, G, H, I , J, andK till 380 fs. The
most noticeable geometric change during the PH3 migration
is the rotation of PH3, which is clearly manifested by the
relative positions of the three H atoms on P of PH3. This
rotation is the driving force for the PH3 migration, breaking
the PNR bond and forming the PNγ bond. After 380 fs, the
system uses 50 fs to dissociate back to PH3 and N3H. The
tautomerization fromcis to trans and isomerization from
cis to int are competitive processes according to this ADMP
simulation, and the isomerization fromcis to int is favored
energetically.

Figure 2. The relative potential energy (in kcal/mol) of the system to cisTS during the first 100 fs of a total 2 ps ADMP simulation
with 0.2 fs time step and 6.3 kcal/mol initial kinetic energy. The pair of left and right numbers in the structures are the bond
distances of P to NR and Nγ, respectively. Simulation times for the selected points are A at 0 fs, B at 10 fs, C at 20 fs, D at 30
fs, and E at 40 fs. Only those molecular orbitals relevant to the interaction between PH3 and N3H are shown (from left to the
right): HOMO-2, HOMO-1, and HOMO for point E, HOMO-2 and HOMO for points D and C, and HOMO-2 and HOMO-1 for
points B and A. HOMO-n is the nth orbital below the HOMO. The molecular orbitals are drawn with isovalue 0.04 Å-3. More
molecular orbitals for points A, B, C, and D are shown in Figure 2s in the Supporting Information.

Figure 3. The relative potential energy (in kcal/mol) of the
system to cis during the first 1 ps of a total 2 ps ADMP
simulation, starting from cis with 0.2 fs time step and 25.2
kcal/mol initial kinetic energy. Simulation times for the selected
points are A at 56 fs, B at 136 fs, C at 223 fs, D at 309 fs, E
at 330 fs, F at 416 fs, G at 564 fs, H at 679 fs, and I at 743
fs.

Figure 4. The relative potential energy (in kcal/mol) of the
system to TS1 during the first 600 fs of a total 2 ps ADMP
simulation, starting from TS1 with 0.2 fs time step and 6.3
kcal/mol initial kinetic energy. Simulation times for the selected
points are A at 0 fs, B at 48 fs, C at 105 fs, D at 153 fs, E at
179 fs, F at 190 fs, G at 201 fs, H at 228 fs, I at 271 fs, J at
301 fs, K at 334 fs, L at 349 fs, M at 379 fs, and N at 421 fs.
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D. TS3 of PH3 + N3H. Previous QM calculations6-8 have
all predicted that the PES aroundTS3 is very flat: the energy
of TS3 after the ZPVE correction is even lower than that of
int 6,7 (as shown in Scheme 3). The only conclusion could
be drawn here is that the energies ofTS3 and int are very
close, and essentially there is only one reaction barrier from
cis to the final products.6 Starting fromTS3 with 6.3 kcal/
mol initial kinetic energy and 0.2 fs time step in adiabatic
ADMP simulations, the system is trapped in thecispotential
well after it goes throughint and gets overTS2 within 4 ps.
More initial kinetic energy might help the system overcome
the reaction barrier to dissociate back to PH3 and N3H. A
trajectory of ADMP simulation starting fromTS3 with time
step 0.2 fs and 12.6 kcal/mol initial kinetic energy is shown
in Figure 5. Around 250 fs, the system reachescis (point D
in Figure 5) after going throughint (similar to pointB) and
TS2 (similar to pointC). The PES of this region ofTS2,
int , and TS3 is very flat, consistent with previous QM
predictions.6-8 At 288 fs, the system tries to tautomerize to
TS1by twisting dihedral angle DPNRNâNγ to around 30° (point
E in Figure 5) and returns tocis at 369 fs and switches to
PNRNâNγ ring-opening and ring-closing motions. The ring-
opening and ring-closing motions companied with bond
stretching take 700 fs before preparing the system to
dissociate back to PH3 and N3H. At about 1.51 ps, the system
begins to dissociate to PH3 and N3H by redistributing internal
energy and momentum fromcisTS (point P). Once the
system goes overcisTS, the potential energy of the system
drops quickly along the dissociation path. Starting fromTS3
with 0.2 fs time step and 6.3 kcal/mol initial kinetic energy,
the ADMP simulation toward the N2 dissociation is straight-
forward, and the system dissociates to N2 and H3PdNH
quickly and smoothly as shown in Figure 6.

During the N2 dissociation, the most visible motions within
the system are the internal rotation of NH about the PNγ

bond and the departure of NR and Nâ from the system. Within
the first 40 fs, the major motions of the system are N2

formation and detachment, which is in the forward direction
from TS3.6 NR and Nâ are not leaving at the same speed:

Nâ leaves faster than NR does (as indicated by pointsB and
C in Figure 6). After 40 fs, N2 dissociates from H3PdNH,
and a portion of the residual energy redistributes into the
internal rotation of NH about the PN bond in H3PdNH,
which is clearly indicated by the relative positions of the
hydrogen atoms on P and the hydrogen atom on N (points
D andE in Figure 6). InTS3, the hydrogen atom on Nγ is
in the eclipse position to one of the hydrogen atoms on P
and is in the staggered conformation to the remaining atoms
on P in H3PdNH. The dissociation energy of the system to
H3PdNH and N2 from TS3 is about 55 kcal/mol, which is
consistent with our previous QM studies.6

The ADMP simulations with 0.2 fs time step and 6.3 kcal/
mol initial kinetic energies (12.6 kcal/mol forTS3) started
from gammaTS, cisTS, TS1, and TS3 reproduce the
potential energy surface as predicted in our previous QM
studies6 and reveal details about the dynamics on the PES.
ADMP simulations starting fromTS2 end with dissociation
back to PH3 and N3H.

E. Thermostatic MD Simulations. In chemical reactions,
the adiabatic condition might not be maintained, and most
reactions are thermostatic. The thermostatic MD simulations
should be more appropriate to uncover the reaction mech-
anism in an actual chemical environment. The final step of
the Staudinger reaction only takes place at room temperature,
and a complex forms at lower temperature before the whole
reaction completes.35 To reproduce the experimental condi-
tion, an ADMP simulation with 0.2 fs time step at 298 K is
carried out starting fromTS3 for 2 ps. Shown in Figure 7,
the trajectory of the potential energy is different from the
adiabatic trajectory with 12.6 kcal/mol initial kinetic energy
(as shown in Figure 5). However, the qualitative evolutions
of the system in the two trajectories are similar, both
isomerize tocis first, then undergo PNRNâNγ ring opening
followed by PH3 shift, and finally dissociate to PH3 and N3H
(shown by structures of the system during the simulations
in Figures 5 and 7). The system dissociates back to PH3 and
N3H after 600 fs in the thermostatic ADMP simulation, which
is much faster than that in the adiabatic ADMP simulation.
Under the same condition, an ADMP simulation starting from

Figure 5. The relative potential energy (in kcal/mol) of the
system to TS3 during the first 1.6 ps of a total 2 ps ADMP
simulation, starting from TS3 with 0.2 fs time step and 12.6
kcal/mol initial kinetic energy. Simulation times for the selected
points are A at 0 fs, B at 105 fs, C at 173 fs, D at 246 fs, E
at 288 fs, F at 369 fs, G at 402 fs, H at 440 fs, I at 554 fs, J
at 677 fs, K at 772 fs, L at 857 fs, M at 991 fs, N at 1140 fs,
O at 1384 fs, P at 1510 fs, Q at 1532 fs, and R at 1590 fs.

Figure 6. The relative potential energy (in kcal/mol) of the
system to TS3 during the first 100 fs of a total 400 fs ADMP
simulation, starting from TS3 with 0.2 fs time step and 6.3
kcal/mol initial kinetic energy. Simulation times for the selected
points are A at 0 fs, B at 16 fs, C at 36 fs, D at 54 fs, and E
at 70 fs. The upper-right structures are the final products,
H3PdNH and N2, drawn for comparison.

358 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Tian and Wang



TS3 is carried out for 400 fs, and the system dissociates
forward to H3PdNH and N2 (as shown in Figure 8). Similar
to the adiabatic dissociation (as shown in Figure 6), the
system dissociates forward to H3PdNH and N2, followed
by the internal rotation of NH about the PN bond in H3Pd
NH. In the thermostatic dissociation, NR and Nâ leave H3Pd
NH at the same speed. The thermostatic dissociation has a
similar dissociation energy to that of the adiabatic dissocia-
tion (about 56 kcal/mol). From the above ADMP simulations,
the complete reaction pathway of the Staudinger reaction is
explored, and the ADMP simulations corroborate the previ-
ous QM predictions.6-8

To get more details on the evolution of the system during
the Staudinger reaction, it is necessary to do structural
analysis on the trajectory. The thermostatic ADMP simula-
tion starting fromTS3 at 298 K is analyzed accordingly.
RPNR and RPNγ and the bond distance fluctuations of RNγH

and RPH during the simulation are shown in Figure 9. The

hydrogen atom of RPH on P is at the cis position to the
hydrogen atom on Nγ, and all the structural data pertinent
to hydrogen atom on P are based on this hydrogen atom.
During the course of the reaction, bond distance RPNγ changes
much more than RPNR before dissociation back to PH3 and
N3H. Initially, PH3 approaches NR and Nγ at the similar
distance from far awaysca. 700 fs. FromTS3 to cis, bond
distance RNγH does not change much, while bond distance
RPH changes a lot (mainly stretching). It can be inferred that
the PH bond stretching facilitates the PH3 migration between
NR and Nγ. Figure 10 shows bond angle ANRNâNγ and dihedral
angles DPNRNâNγ, DNRNâNγH, and DHPNRNâ of the trajectory.
The value of ANRNâNγ shows the linearity of the azide
backbone during the simulation. When PH3 and N3H fall
apart, ANRNâNγ begins to increase: ANRNâNγ reaches 175° at
470 fs from 120° at 475 fs. Dihedral angle DPNRNâNγ indicates
the planarity of the PNRNâNγ four-membered ring and serves
as a criterion for the system to tautomize fromcis (close to
0°) to trans (close to 180°) throughTS1 (close to 90°). At
220 fs, the system tries to twist DPNRNâNγ (point H in Figure
7) and returns tocis ca. 300 fs, which indicates that the
system can tautomerize totrans from cis if provided with
enough energy and proper energy and momentum distribu-
tions. The change of DPNRNâNγ indicates that PH3 does migrate
from NR to Nγ within the NRNâNγ plane. Dihedral angle
DNRNâNγH serves as an indicator for the involvement of H
motion on Nγ in the Staudginer reaction: the change of this
dihedral angle during the ADMP simulation indicates that
the out-of-NRNâNγH plane motion of H takes place all along
the Staudinger reaction, especially during the PH3 migration
from NR to Nγ as indicated by pointF (at 88 fs) and point
J (ca. 320 fs) in Figure 7. The rotation of PH3 group during
the reaction is indicated by dihedral angle DHPNRNâ shown

Figure 7. The reaction potential energy (in kcal/mol) of the
system to TS3 during the first 700 fs of a total 2 ps
thermostatic ADMP simulation, starting from TS3 at 298 K
with 0.2 fs time step. Simulation times for the selected points
are A at 0 fs, B at 11 fs, C at 32 fs, D at 43 fs, E at 72 fs, F
at 88 fs, G at 138 fs, H at 207 fs, I at 267 fs, J at 323 fs, K at
341 fs, L at 385 fs, M at 427 fs, N at 467 fs, O at 506 fs, P at
530 fs, Q at 567 fs, and R at 643 fs.

Figure 8. The relative potential energy (in kcal/mol) of the
system to TS3 during a total 400 fs thermostatic ADMP
simulation, starting from TS3 with 0.2 fs time step at 298 K.
Simulation times for the selected points are A at 0 fs, B at 20
fs, C at 40 fs, D at 60 fs, E at 100 fs, F at 120 fs, and G at
150 fs. The pair of left and right numbers are PNR and NâNγ

bond distances (in Å), respectively.

Figure 9. Bond distances RPNR and RPNγ and bond distance
changes of RNγH and RPH with respect to TS3 during the first
800 fs of a total 2 ps thermostatic ADMP simulation, starting
from TS3 at 298 K. The hydrogen atom on P is at the same
side of the hydrogen atom on Nγ in TS3.
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in Figure 10. The overall change of DHPNRNâ is more than
90° during the isomerization fromTS3 to cis,which clearly
indicates that PH3 rotation serves as a driving force for the
PH3 migration between NR and Nγ. DHPNRNâ changes through
the entire reaction pathway. The structural analysis indicates
that (1) the PH3 leaves (or approaches) NR and Nγ with
similar speeds when the system dissociates (or forms), (2) P
is not always within the NRNâNγ plane during the Staudinger
reaction, and (3) the out-of-plane motion of the hydrogen
atom on Nγ and the rotation of PH3 facilitate the migration
of PH3 between NR and Nγ. Bulky substituent groups hinder
the rotation and increase the rotation barrier fromcis to TS3.
This is indeed the case for large substituent groups, as
predicted by our previous QM studies.6

ADMP simulation is an approximation to BOMD on the
PES and should be parallel to that of BOMD.26,36 We
performed single-point calculations with the ADMP trajec-
tory starting fromTS3at the same level of theory as before.6

The relative energies of the single-point calculations toTS3
are plotted in Figure 11. The relative energies of the single-
point calculations are very similar to those of ADMP
simulations, which verify the validity of the ADMP simula-
tions. Figure 11 also shows the natural charge of PH3 group
during the ADMP simulation. The plot of the natural charge
of PH3 indicates the charge transfer between PH3 and N3H
subunits during the Staudinger reaction. Around the dis-
sociation, the charge transfer between PH3 and N3H decreases
as the two groups fall apart, and the overall charge on each
group diminishes around 540 fs when PNR and PNγ bond
distances are about 3.0 Å. The natural charge on PH3 group
around the dissociation (or attacking) region along the
trajectory indicates the electrostatic attraction plays an
important role for the initial Staudinger reaction. During the
Staudinger reaction, the average polarizability of the system

(as shown in Figure 11) changes along with the reaction
course, and the region aroundTS3 has relatively small
polarizability because of its compact structure. The polar-
izability increases as the system tries to twist DPNRNâNγ to
reachTS1. cis has small polarizability. Ascis begins to
dissociate back to PH3 and N3H, the polarizability increases
as the system overcomes thecisTSbarrier and decreases after
overcoming the barrier. The change of polarizability of the
system during the reaction course indicates that the solvent
effect on the system varies with the reaction course: the polar
solvent will stabilize all transition states and thus facilitates
the overall reaction by decreasing the reaction barriers.

Some geometric data (bond distances RPNR, RNâNγ, RPH,
and RNγH and dihedral angles DHPNRNâ, DHPNγH, and DNRNâNγH)
are plotted in Figures 12 and 13 for the dissociation trajectory
to H3PdNH and N2 starting fromTS3 in the thermostatic
ADMP simulation. As shown in Figure 12, the NR and Nâ

leave H3PdNH at the same speed. Dihedral angle DHPNγH

changes 30° at the first 90 fs, indicating that the leaving of
NR and Nâ is the major motion during the N2 dissociation.
Dihedral angle DHPNγH changes from-15° to -100° after
the dissociation of N2 during the first 90 fs, which is
responsible for the potential energy fluctuation of the system
after N2 dissociation. Figure 13 displays bond distances RPH,
RNγH, and RPNγ along the dissociation. RPNγ decreases to the
equilibrium PdN bond distance (around 1.56 Å) in H3Pd
NH after 50 fs. PNγ bond stretches with the internal rotation

Figure 10. Bond angles ANRNâNγ and dihedral angles DPNRNâNγ,
DNRNâNγH, and DHPNRNâ of the system with respect to TS3
during the first 800 fs of a total 2 ps thermostatic ADMP
simulation, starting from TS3 at 298 K. The hydrogen atom
on P is at the same side of the hydrogen atom on Nγ in TS3.

Figure 11. Relative potential energy and average polarizabily
of the system and natural charge of PH3 unit of the system,
based on single-point and thermostatic ADMP calculations at
B3LYP with 6-31G(d) basis set, starting from TS3 with 0.2 fs
time step at 298 K. The total simulation time is 2 ps. Only the
first 800 fs is shown for relative energy of the system and the
natural charge of PH3, and only the first 620 fs is shown for
the averaged polarizability. The structures of the stationary
points on the potential energy surface are displayed in Figure
7.
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of H3PdNH. From the changes of DHPNRNâ, DHPNγH, and
DNRNâNγH, one can infer that it is NγH that rotates about the
PN bond in H3PdNH after the N2 dissociation.

IV. Conclusions
In the present work, the Staudinger reaction of PH3 + N3H
has been simulated by ADMP molecular dynamics within
DFT. The ADMP simulations starting fromcisTS, gamma-
TS, cis, TS1, TS2, andTS3 reproduce the reaction pathways
predicted by previous QM methods.6-8 The details of the
Staudinger reaction have been uncovered through the tra-
jectories of the ADMP simulations:

(1) For the initial attack of PH3 to N3H, the P atom
approaches NR and Nγ with similar distances before signifi-
cant interaction occurs between the two reactants. When PH3

approaches N3H ca. 3.0 Å, charge transfer from PH3 to N3H
occurs, and the average polarizability of the system increases.
This manifests that the strong electrostatic interaction occurs
at this beginning stage and is the main driving force for the
initial attack. The P atom interacts with both NR and Nâ when
PH3 approaches N3H, as manifested by the molecular orbitals
of the system during the initial reaction. The empty d orbitals
of P play very limited role in this reaction.

(2) The Staudinger reaction goes throughcis, TS2, int ,
and TS3 to form phosphazene as predicted quantum me-
chanically before.6-8 According to the ADMP simulations,
cis can tautomerize totrans through TS1 with proper
conditions. The rotation of PH3 and the stretching of PH
bonds serve as dominant driving forces for the second phase
of the Staudinger reaction fromcis to TS3, according to the
dihedral angle DHPNRNâ and the bond distance RPH changes
during the Staudinger reaction. Small substituent groups on
P of phosphane, with faster PR3 rotation and stronger PR
stretching, will certainly facilitate the last stage (fromcis to
TS3) of the Staudinger reaction.

(3) The fact that the polarizability changes during the
course of the reaction implies that different solvent effects
are expected at different stages of the reaction. Appropriate
solvent can alter the reaction course (e.g. tautormerization
to trans from cis). Although the solvent effects are not taken
into account in the present work explicitly, this omission
should not qualitatively change the conclusion drawn here:
polar solvent can facilitate the overall reaction by stabilizing
all transition states and hence decreasing the reaction barriers.
This understanding is based on the close correlation between
the changes of the average polarizability and the potential
energy of the system during the reaction. In our previous
static quantum mechanical studies,6 we compared the
Staudinger reactions with different substituent groups on
phosphane and azide in gas phase and in dimethyl sulfoxide
and reached the same conclusion about the solvent effects
for this reaction.

In summary, the Saudinger reaction of PH3 + N3H has
been studied with ab initio molecular dynamics. Our work
demonstrates that the combination of quantum mechanical
studies with ab initio molecular dynamics will enhance the
strengths of both approaches and yield detailed mechanical
and dynamical understanding of chemical reactions.
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Figure 12. Bond distances RPNR and RPNγ and dihedral
angles DHPNRNâ and DHPNγH with respect to TS3 during the first
200 fs of a total 400 fs thermostatic ADMP simulation, starting
from TS3 at 298 K. The hydrogen atom on P is at the same
side of the hydrogen atom on Nγ in TS3.

Figure 13. Bond distances RPH, RPNγ, and RNγH and dihedral
angle DNRNâNγH of the system with respect to TS3 during the
first 200 fs of a total 400 fs thermostatic ADMP simulation,
starting from TS3 at 298 K. The hydrogen atom on P is at the
same side of the hydrogen atom on Nγ in TS3.
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Abstract: A 0.2 µs molecular dynamics simulation of ubiquitin in water is presented, which

allows us to assess both the global tumbling in solution and the internal dynamics. The latter

reveals slow motions outside the classical NMR timewindow, in agreement with recent RDC

and cross-correlation measurements. Analysis of back-calculated relaxation rates using the

classical NMR model-free approach reproduces the amplitudes of internal motions expressed

in the order parameter, while it severely underestimates the corresponding time scales present

in the simulation.

I. Introduction
Motion in the picosecond and nanosecond time scale can be
monitored in Nuclear Magnetic Resonance (NMR) relaxation
studies.1 Important characteristics of motions in these time
scales can be studied with the help of molecular dynamics
(MD) simulations. In the past decade significant progress
has been made in the assessment of biomolecular NMR data
with MD simulations (for a review see ref 2). In many cases,
the amplitudes of motions found in MD simulation are in
good agreement with the corresponding values derived from
experimental data although, in general, the simulated values
tend to be somewhat lower. For globular proteins, MD
simulations are typically restricted to simulation time lengths
of tens of nanoseconds. As a result the global tumbling
cannot be sampled and needs to be artificially included when
back-calculating NMR parameters. In addition, a proper
description of internal motions in the nanosecond to micro-
second time scale which are of biological relevance, espe-
cially in the context of folding, recognition, and enzymatic
function, requires much longer simulation times.

Thanks to the continuously increasing computing power,
MD simulations in the microsecond time scale are now
within our reach. Duan and Kollman3 presented a 1µs MD
simulation of a 36-residue peptide (HP-36) starting from an

unfolded structure, showing that, within that time period, a
marginally stable folded state could be reached. In the context
of NMR, simulations in the microsecond time scale have
been reported in the literature for small peptides. Feenstra
et al.4 performed several simulations of a nonapeptide in
water up to 0.7µs in an attempt to simulate NMR NOE/
ROE intensities. Peter et al.5 presented two 0.2µs simulations
of a heptapetide ofâ-amino acids in methanol from which
they simulated ROESY spectra by calculating the exact
spectral densities for the interproton vectors. In that study
the separability of internal and global motions could be
confirmed for most of the residues, indicating that the global
tumbling of the molecule and the internal motions are
uncorrelated. Although this decorrelation assumption under-
lies many of the standard methods for analyzing NMR
relaxation data, its validity for larger proteins has recently
been questioned.2,6 In addition, it has been suggested that
time scales in standard NMR relaxation studies are signifi-
cantly underestimated.7 Long MD simulations should allow
for addressing this question.

In this paper we present the results of two long MD
simulations (0.1 and 0.2µs) of ubiquitin, a well-studied 76
amino acid globular protein. Human ubiquitin is one of the
most conserved eukaryotic proteins. Its primary role is in
intracellular, ATP-dependent protein degradation.8 Several
sets of NMR data, describing the dynamics of ubiquitin, are
available in the literature, including15N1H R1, R2, and NOE
ratios,9-11 order parameters derived from residual dipolar
couplings (RDCs),12,13and cross-correlated relaxation data.14-16
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The RDC and cross-correlation data provide evidence for
slow motions in the nanosecond to microsecond time scale
both in loops and secondary structure elements. Such slow
motions are typically not monitored in standard NMR-
relaxation analysis.

Our 0.2µs MD simulation allows us to estimate the global
tumbling of ubiquitin in solution and study its internal
dynamics, revealing slow motions outside the classical NMR
timewindow in agreement with the recent RDC and cross-
correlation measurements. TheR1, R2, and NOE relaxation
rates are back-calculated from the spectral densities obtained
after Fourier transformation of the internal correlation
functions. These rates are then used as input for the classical
NMR model-free analysis to check if this commonly used
analysis can properly extract the amplitudes and time scales
of the internal motions present in our simulation.

II. Materials and Methods
A. Simulations.Two independent trajectories are presented
in this paper: a trajectory starting from the refined NMR
structure of 1D3Z17 taken from the DRESS database18 (NMR
trajectory) and a trajectory starting from the first monomer
of the dimeric X-ray structure of 1AAR19 (X-ray trajectory,
see Figure 1). The latter trajectory shall be extensively
investigated throughout this paper, whereas the former will
be used for validation. Simulations and analysis were
performed using the GROMACS package,20 version 3.1.3,
with the GROMOS96 43a1 force field.21

The solute was placed in a cubic box, with a minimum
solute-box distance of 1.4 nm and solvated with SPC
waters.22 No counterions were used since the net charge of
the system was zero (neutral pH). The entire system consists
of 760 solute atoms and 10 257 and 11 393 water molecules
for the X-ray and NMR systems, respectively. A short energy
minimization was performed on the system with positional
restraints on the protein. Then a MD equilibration stage was
carried out consisting of five successive 20 ps runs with
decreasing positional restraints force constants on the solute
(Kposre) 1000, 1000, 100, 10, and 0 kJ mol-1 nm-2). After
that the production runs were started. For the X-ray trajectory
218 ns were simulated, whereas the total simulation time
for the NMR trajectory amounted to 100 ns.

For the integration of the equations of motion a 2 fstime
step was used. Positions and velocities were stored every 2
ps. In each simulation the temperature was maintained at
300 K by weakly coupling solute and solvent separately to
an external bath using the Berendsen thermostat23 with a
relaxation time of 0.1 ps, whereas the pressure was main-
tained by weakly coupling the system to an external pressure
bath23 at 1 atm with a coupling constant ofτp ) 0.5 ps. The
neighbor list was updated every 10 integration steps. The
twin-range method was applied for dealing with long-range
interactions, the short-range cutoff being 1.0 nm and the long-
range cutoff 1.4 nm, both for electrostatic and van der Waals
interactions. Electrostatic interactions beyond the cutoff were
treated with a generalized reaction field24 using a dielectric
constant of 54.0.

B. NMR Relaxation Theory. The NMR relaxation theory
has been extensively described elsewhere.25,26 In this paper

we focus on the relaxation of the amide15N nuclear spin
through dipolar interaction with the attached1H spin and
15N Chemical Shift Anistropy (CSA). The relaxation in this
case is governed by the correlation function of the15N-1H
spin-interaction vectorrb(t)

whereY2m are the second rank spherical harmonics,r(t) is
the interaction vector, and (θτ, φτ) is the polar angles of the
interaction vector at timeτ in the laboratory frame of
reference. Using the addition theorem for spherical harmon-
ics, this expression can be rewritten as

where P2(x) ) 3/2x2 - 1/2 is the second-order Legendre
polynomial andøτ,τ+t is the angle between the interaction
vectors at timesτ andτ + t. Equation 2 is used in this paper
for the calculation of the global correlation function for each
backbone amide-proton pair from the MD trajectory.

The spectral density functionJ(ω) can be obtained by
Fourier transformation of the correlation function. According
to the relaxation theory of Bloch, Wangness, and Redfield26

this function is probed at specific frequencies in NMR15N
relaxation experiments forR1, R2, and NOE

whered ) µ0hγHγNrNH
-3/8π2, c ) ∆σωN, µ0 is the perme-

ability of free space,h is Planck’s constant,γN andγH are
the gyromagnetic ratios of15N and1H nuclei,∆σ is the CSA
of 15N, rNH is the N-H distance, andωN and ωH are the
Larmor frequencies of the15N and1H nuclei.

From NMR relaxation experiments the values ofR1, R2,
and NOE for nonproline residues can be determined. Two
methods are in use for extracting the dynamic information
from these rates. Spectral density mapping29 can be used to
directly determine the values of the spectral density functions
that are probed by NMR. In this paper reduced spectral
density mapping30 is used for calculating the spectral density
values from experimental relaxation data. This approach
assumes thatJ(ωH + ωN) ) J(ωH) ) J(ωH - ωN), which is
valid if the spectral density function is flat at high frequen-
cies.

The most popular method for analyzing NMR relaxation
data of proteins is the Lipari-Szabo model-free approach.31,32

This approach uses no specific model for describing the

C(t) )
4π

5
∑

m)-2

m)2 〈Y2m(θτ,φτ)Y2m(θτ+t,φτ+t)

r3(τ)r3(τ+t) 〉
τ

(1)

C(t) ) 〈P2(cosøτ,τ+t)

r3(τ)r3(τ+t)〉τ

(2)

R1 ) d2
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3
J(ωN)
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R2 ) d2

8
[4J(0) + 3J(ωN) + J(ωH - ωN) + 6J(ωH) +
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internal motion of the interaction vector. It is based on the
decorrelation assumption that splits up the global correlation
function in an internal correlation function and the overall
correlation function of the molecule:

In the case of isotropic tumblingCoverall(t) can be taken as
e-t/τc, whereτc is the global correlation time, which gives an
indication of the tumbling frequency of the protein in the
solvent.Cint(t) now describes the internal motion of the NH-
interaction vector within the molecular frame of the molecule
studied. The model-free analysis yields an order parameter
S2 describing the magnitude of the internal motions along
with an estimation of the internal time scaleτe. Nowadays
five models are commonly used within the model-free
approach, each of them fitting a specific form of the spectral
density functionJ(ω) to the experimental data, leading to
various combinations of parameters:33

- model 1: S2,
- model 2: S2,τe,
- model 3: S2,Rex,
- model 4: S2, τe, Rex, and
- model 5: S2

s, S2
f, τs.

Rex indicates conformational exchange on the millisecond
and microsecond time scale. Model 5 delivers information
on internal motions taking place at slow and fast time scales.
Selection of the model that fits best the available experi-
mental data is commonly based onø2-statistics andF-tests.
In this paper the model-free analysis of back-calculated NMR
relaxation data is carried out with the program TENSOR2.33

Throughout this paper the following physical constants
were used:∆σ ) -170 ppm andrNH ) 0.102 nm. We made
use of three different experimental relaxation data sets of
ubiquitin measured at 600 MHz, that were reported by Lienin
et al.,9 Fushman et al.,11 and Lee et al.10 From these data
sets one averaged set was generated consisting ofR1, R2,
and NOE for 62 residues (see Supporting Information). The
standard deviations calculated from the 3 different sets are
in the same range as the reported experimental errors. This
average set was used as input data for the reduced spectral
density mapping and for the comparison with the relaxation
data from the MD simulation.

C. Analysis of Internal Dynamics.The internal dynamics
of ubiquitin is assessed by computing the internal correlation
function of the NH-vectors from the MD simulation with
eq 2, after superposition of all structures onto the backbone
heavy atoms of the secondary structure elements of the
starting structure. These comprise the following segments
(as defined with the program DSSP34): 5 â-sheets (2-7, 12-
16, 41-45, 48-49, 66-71) and 1R-helix (23-34). When
the internal correlation function converges, the value of the
plateau,Cint(∞) can be estimated as35

where µi are the Cartesian coordinates of the normalized
internuclear NH-vector in the molecular frame. This expres-
sion yields the well-known order parameterS2 that is

frequently used for estimating the magnitude of the internal
dynamics in a protein.

For determining if the correlation function of a specific
residue has converged we use the following criterion:|Cint-
(∞) - Ctail| < 0.005 whereCtail is the mean value of the tail
of the internal correlation function. For the 100 ns MD this
tail was taken from 45 to 50 ns, whereas for the 218 ns from
90 to 100 ns7.

If the internal correlation function converges, the effective
internal correlation timeτint for these motions can be
determined by integrating the correlation function

where T is the timepoint where the function reaches the
plateau value andtstart ) 2 ps. Autocorrelation functions
calculated from MD simulations tend to have a sharp initial
drop, that is caused by librational motion of the bonds.36,37

In calculatingτint we corrected for this initial drop by starting
the integration at the first timepoint, thus neglecting the
ultrafast motions in the estimation of time scales of the
internal motions.

D. Computer Cluster. All calculations were carried out
on the TERAS supercomputer, a 1024 CPU system (SGI
Origin 3800), at the national computer center SARA (http://
www.sara.nl) in Amsterdam, The Netherlands. We used 16
processors in parallel. Per day, approximately 3.5 ns could
be simulated if efficient use was made of the available CPU
time. Effectively the total cost for both trajectories amounted
to approximately 5 months of simulation.

III. Results and Discussion
A. Validation of the Trajectories. Both MD trajectories,
the 100 ns one starting from the refined NMR structure
(1D3Z17), denoted in the following as NMR, and the 218 ns
one starting from the crystal structure (1AAR19), denoted in
the following as X-ray, were validated in terms of secondary
structure evolution, RMSD, energetics, and agreement with
the experimental NOE data. Both trajectories equilibrated
within 1-2 ns. The RMSD relative to the starting structure
is presented in Figure 2: both trajectories are stable with
the average RMSDs around 0.1 nm for the backbone heavy
atoms belonging to secondary structure elements (see also
Table 1). Note that the RMSD calculated for residues 2-71
is 0.1 nm lower on average than for the entire backbone
(Table 2). This is due to the high flexibility of the C-terminal
tail. An increase in the backbone RMSD can be observed in
the X-ray simulation between 130 and 185 ns; this increase
is due to a change in turn conformation at position 38-41
(also evident in Figure 3). After this event the structure
recovers its initial conformation and remains stable until the
end of the simulation. The two trajectories sample similar
conformational space: the RMSD of one trajectory relative
to the starting structure of the other trajectory does not
indicate major differences (see Table 1). This is confirmed
by an analysis of the pairwise RMSD matrix of the
concatenated trajectories: no separate blocks that would
indicate conformational differences between the trajectories
can be distinguished (see Supporting Information). The RMS

Cglobal(t) ) Cint(t)Coverall(t) (6)

Cint(∞) )
4π
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∑

m)-2

m)2
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2
(3∑

i)1

3

∑
j)1

3

〈µiµj〉
2 - 1) (7)

τint ) 1
Cint(tstart) - Cint(∞)

∫tstart

T
(Cint(t) - Cint(∞))dt (8)
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fluctuations of the CR atoms exhibit a similar profile for both
trajectories (see Figure 2c), except for residues 62-64 that
show larger fluctuations in the NMR trajectory and residues
37-39 that have larger fluctuations in the X-ray trajectory.

The time evolution of the secondary structure elements is
depicted in Figure 3: in both trajectories the secondary
structure is well preserved. In the X-ray trajectory the fourth
â-sheet shows some instability in the 155 to 165 ns time
interval. The same is observed for the onset of the third
â-sheet from 100 ns on. In the time window from 130 to
185 ns there is a change in turn conformation at position
38-41.

Analysis of the energetics of both trajectories does not
reveal any major difference (see Table 1).

We further validated our simulation against experimental
NMR data by calculating NOE distances using anr-6

averaging. We used for this the set of 985 unambiguous
distance restraints that are available from the Protein Data
Bank38 for entry 1D3Z.17 Table 2 summarizes the results of
this analysis for both the starting structures and the MD

trajectories (see also Supporting Information for NOE
violation matrices). In the NMR starting structure (refined
1D3Z from the DRESS database18) no violations larger than
0.05 nm are present, and in the NMR-trajectory only 4
restraints are violated by more than 0.05 nm (max. violation
0.16 nm). In the crystal structure (1AAR) 18 restraints are
violated by more than 0.05 nm (max. violation 0.21 nm),
after adding the protons to the original file, while 13
violations above 0.05 nm are found in the X-ray trajectory
(max. violation 0.19 nm). None of the latter are present in
the set of 18 violations for the starting structure. Two medium
distance restraints, both connecting the helix to the subse-
quent loop are violated in both trajectories (31HR-35H and
30(H γ2)3-36Hâ) by 0.12 nm on average. Considering the very
small number of violations, it can be concluded that both
trajectories are in excellent agreement with the experimental
NOE data.

B. Global Tumbling of the Molecule and Global
Correlation Functions. The global tumbling time of the
molecule in the solvent is determined by fitting all structures
from the trajectory to the backbone heavy atoms of a
reference structure, excluding the three highly mobile C-
terminal residues. This reference structure was oriented such
that its principal axes correspond to thex,y,z axes by
calculating the inertia tensor using all heavy atoms excluding
the three highly mobile C-terminal residues. Fitting then
delivers a rotation matrix for each snapshot from the MD
trajectory. The row vectors of the rotation matrix are the
rotated unit vectors given in the coordinate system of the
reference structure. The correlation functions of these row
vectors are plotted in Figure 4a. The global tumbling appears
to be much smaller than the experimental value of 4.03 ns.9

Since the correlation functions are not exponential and not
yet fully converged, it is difficult to exactly determine the
correlation time for the global tumbling of the molecule from
these plots. Integration of the curves yields an average value
of 740 ps for the global correlation time. In addition, from
this plot it can be concluded that there is a small amount of
anisotropy in the global tumbling, since the correlation
functions for the different direction are not exactly identical.
When taking the estimates for the correlation timesτ1, τ2,
andτ3 from Figure 4a and using Woessner equations for the

Figure 1. Cartoon representation of ubiquitin (PDB entry
1AAR19) showing its secondary structure elements. This figure
was generated with Molscript27 and Raster3D.28

Figure 2. Time evolution of the RMSD relative to the starting structure for the heavy atoms of the entire backbone (grey) and
backbone heavy atoms within secondary structure (black): (a) NMR trajectory, (b) X-ray trajectory, and (c) RMS fluctuation of
CR positions along the sequence for the NMR trajectory (O) and X-ray trajectory (b).
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principal axis values of the rotational diffusion tensor,39 we
find an experimental value for the anisotropy of the diffusion
tensorD|/D⊥ of 1.2. The latter value is close to the anisotropy
found experimentally:D|/D⊥ )1.17.40

The discrepancy between the experimental and simulated
tumbling times of the molecule in solution can be attributed
in part to the SPC water model that is used in our simulation.
It is well-known that, while the SPC water model displays
good thermodynamic properties, its kinetic properties differ
from the experimental values by a factor of 2 to 2.5: its
diffusion constant is 5.28× 10-9 m2/s against 2.2× 10-9

m2/s experimentally and its viscosity is 0.58× 10-3 Pa‚s
against 0.85× 10-3 Pa‚s experimentally at 300 K.41 The
fast motions of the water apparently influences the global
tumbling of the molecule in the present simulation and
possibly also the internal dynamics of exposed regions as
will be discussed below. MD simulations using another water
model, for example SPC/E, which has better kinetic proper-
ties, might lead to better estimates of the overall tumbling.
Initials results from a short (10 ns) simulation in SPC/E
indeed indicate slower overall tumbling by approximately a
factor 2. One should however be aware that this might
happen to the detriment of the protein structural stability as
it is difficult to find a water model with both excellent
thermodynamic and kinetic properties. Note that in another
MD simulation using the CHARMM force field42 similar
correlation times in the subnanosecond time range were
obtained for the overall tumbling of ubiquitin based on a
completely different analysis approach using isotropic re-

orientational eigenmode dynamics (see Table 1 in ref 43).
This indicates that reproducing experimental tumbling times
might not be a specific problem related to our choice of force
field and analysis methods but rather a more general issue
in current biomolecular simulation methodology.

The global15N-1H correlation functions could be assessed
using eq 2. Typical plots for two residues, ASP21 and
ALA46, are presented in Figure 4b. These correlation
functions converge, although oscillations at longer time scales
remain. Direct Fourier transformation of the global correla-
tion functions is now possible to obtain the spectral density
function (see inset in Figure 4b). To obtain a smooth spectral
density function we use a exponential window function in
the time domain (exp(-t/a), with a set to 8 ns) to remove
the remaining long time scale oscillations.

C. Internal Dynamics. The internal dynamics of ubiquitin
is assessed by calculating the time correlation functions of
the NH-vectors with eq 2, after superposition of all MD
snapshots onto the backbone heavy atoms of the secondary
structure elements of the starting structure. Using the criterion
for the convergence described in the Materials and Methods
section, it appears that 50 residues in the 100 ns MD
trajectory starting from the NMR structure are not converged,
whereas only 20 residues are not converged in the 218 ns
trajectory starting from the X-ray structure. Therefore we
limit our discussion to the results from the X-ray trajectory.
The unconverged residues are as follows: LEU8, THR12,
ILE13, GLY35, ILE36, ASP39, GLN40, GLN41, ARG42,
LEU43, PHE45, LYS48, GLN49, HIS68, LEU71, ARG72,
LEU73, ARG74, GLY75, and GLY76. For these residues
the internal dynamics is apparently not yet fully sampled,
suggesting the presence of slow motions. Such lack of
convergence has often been accounted for by poor sampling
of dihedral transitions. Inspection of the time series for the
scalar product of the interaction vectorµb(0)‚µb(t) for the
unconverged residues indeed shows jumps that only occur
once in the entire simulation window for some of these
residues. In Figure 5a four examples of internal correlation
functions are presented for short, intermediate, and long time
scales together with an example of an unconverged correla-
tion function. The time series of the scalar product for
GLY53, ILE44, and GLN40 are shown in insets. Figure 5b

Table 1. Statistics of the NMR and X-ray MD Trajectories

NMR X-ray

heavy atom RMSDs (nm)a

backbone 0.24 (0.05) 0.25 (0.06)
backbone residues 2-71 0.15 (0.02) 0.15 (0.02)
secondary structure 0.12 (0.02) 0.10 (0.02
secondary structure & relative to otherb 0.12 (0.02) 0.11 (0.03)

Lennard-Jones (van der Waals) energy (kJ/mol)c

ubiquitin internal -2296 (44) -2311 (47)
ubiquitin-solvent -323 (74) -324 (74)

Coulomb’s electrostatic energy (kJ/mol)
ubiquitin internal -8966 (237) -9238 (245)
ubiquitin-solvent -10418 (486) -9943 (509)

a Positional RMSD values are calculated relative to the starting structure of the trajectories, after superposition onto the secondary structure
elements (see Materials and Methods section). Standard deviations are indicated in parentheses. b Average RMSDs of the NMR trajectory from
the crystal structure and vice versa. c The nonbonded energies were calculated with the GROMOS96 43a1 force field using a twin range cutoff
of 1.0 and 1.4 nm (see Materials and Methods section). The energies are the sum of short-range and long-range terms.

Table 2. NOE Violation Analysis for 1D3Z, 1AAR, NMR,
and X-ray MD Trajectory

1D3Za 1AARb
NMR

trajectoryc
X-ray

trajectory

# violationsd > 0.05 nm 04 18 4 13
# violations > 0.1 nm 0 7 1 6
maximum violation (nm) 0.02 0.21 0.16 0.19
RMS violations (nm) 0.002 0.017 0.008 0.014

a Refined NMR structure of 1D3Z taken from the DRESS data-
base.18 b The crystal structure corresponds to the first unit of the
K48-linked ubiquitin dimer. c NOE distances in the trajectory are
calculated using a r-6 averaging. d The violation analysis is based
on a set of 985 unambigious NOE restraints obtained from the
deposited data for entry 1D3Z in the PDB.
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shows the time scales for the internal motions that were
calculated using eq 8 for the 52 converging residues.
Residues with time scales for the internal dynamics larger
than 2 ns are found in theâ-turn between the first two
â-sheets, between the end of the helix and the thirdâ-sheet
and in the fifthâ-sheet. Note that by our choice oftstart (eq
8) we are neglecting the effect of the ultrafast librational
motions and are thus putting the focus on longer time scale
motions.

There is no straightforward method for comparing these
data with available experimental data. The available RDC
order parameters12,13 for ubiquitin indicate that motions are
present beyond the classical NMR relaxation time window.
It is however difficult to distinguish specific areas with
slower motions. Peti et al.12 suggested that the deviation
between the RDC order parameter and the standard Lipari-

Szabo order parameter is most profound in loops and
â-sheets, which would partially fit our data. The cross-
correlated data14-16 are more specific than the RDC data but
are not necessarily correlated with the mobility of the NH-
interaction vectors. However, according to data for cross-
correlated dipole-dipole interference between successive
13CR-1HR vectors, the residues that featured slow local motion
mainly reside in the first twoâ-sheets (2-7, 12, 13) and
some residues between (8, 11), in the helix (26, 27, 29, 30)
and in the thirdâ-sheet (41-45).14 Experimental data for
cross-correlated chemical shift modulation showed slow
motions for residues in the first (7), second (12, 14), third
(41, 43), and fifth (66, 68, 69)â-sheet and in the helix (27,
28, 29, 31, 33) and for one residue between the first and
secondâ-sheet (9).16 Here again there is agreement with our
data: the first twoâ-sheets together with theâ-turn between

Figure 3. Secondary structure evolution of NMR and X-ray trajectories.

Figure 4. Assessment of global tumbling of the molecule. (a) Overall correlation functions in three directions. Exponential functions
(exp(-t/τc) dashed lines) with τc ) 0.6 ns and 1.2 ns are plotted for comparison. (b) Global correlation functions for residues
ASP21 and ALA46 and their corresponding spectral density functions after Fourier transformation (inset). (c) Global correlation
functions (black) for THR7 and SER20, together with overall correlation functions of the molecule (grey, as in panel (a)).
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exhibit motions larger than 2 ns, whereas the same applies
to the regions 34-45 (end of helix till end of thirdâ-sheet)
and 65-70 (fifth â-sheet).

Since we have calculated both the global correlation
functions of each residue and the overall correlation function
of the molecule, we can now determine if the decorrelation
assumption (eq 6) holds for each residue in the present MD
simulation. If this equation holds, the global correlation
function of a specific residue should not be larger than the
overall correlation function of the molecule at any timepoint.
We checked this for the first 2 ns for each global correlation
function. For 13 residues the global correlation function was
larger than the overall correlation function, indicating that
for these residues the decorrelation assumption does not hold.
This set contains the following residues: THR7, LEU8,
THR9, LYS11, THR12, ILE13, SER20, ASP21, PHE45,
LYS48, ASP52, GLY53, and GLU64. Some of these residues
belong to the residues with long time scale internal motions,
indicating that the presence of long time scale motions can
be correlated to a failure of the decorrelation assumption. In
Figure 4c two examples are shown, THR7 and SER20, for
which the decorrelation assumption does not hold.

D. Order Parameters.We can assess the order parameter
S2 calculated from the MD simulation using eq 7 for different
timewindows. Figure 6a shows the order parameters calcu-
lated for 0.1, 1, 10, and 200 ns timewindows. For the first
three cases the order parameter is averaged over all available
time windows. For some residues the order parameter
decreases with increasing timewindow; these correspond to
residues with unconverged correlation functions or long
correlation times for the internal motions (see Figure 5b).

In Figure 6b the order parameters derived from the 1 ns
timewindow are compared to the experimentally derived
order parameters from Lienin et al.9 Only the 62 residues
for which experimental data exists are now considered. The

error bars for the MD values were taken as the standard
deviation calculated from the averages over the different time
windows. Overall the order parameter from the simulation
follows the experimental values (correlation coefficient
r)0.78), although the MD values are lower on average: 0.74
( 0.14 compared to 0.81( 0.13 experimentally. Three resi-
dues considerably deviate: LYS11, LYS48, and ARG54,
indicating that, in the simulation, those residues have more
subnanosecond motions than experimentally derived. These
three residues are solvent exposed, preceded by a glycine
residue and located outside (LYS11, ARG54) or at the edge
(LYS48) of secondary structure elements. Other glycine resi-
dues are present at the positions 35, 75, and 76 in the se-
quence. For GLY35 the deviation from the experimental
order parameter is slightly less than in the other cases, possi-
bly due to the fact that this residue is the least solvent ex-
posed from all glycines in the sequence. Here again the over-
estimation of the amplitude of the fast internal motions may
be affected by the too fast dynamics of the water molecules
interacting with the protein within the SPC water model.

E. Back-Calculation of NMR Relaxation Data. The
spectral density functions were obtained by Fourier trans-
formation of the global correlation functions directly calcu-
lated from the MD simulations using eq 2. For comparing
the simulated values of the spectral densities at the frequen-
ciesω ) 0, ωN, ωH with the experimental values, the latter
are calculated with the help of reduced spectral density
mapping30 from the averaged experimental set (see Support-
ing Information). Figure 7 shows the ratiosJexp/Jmd for the
frequenciesω ) 0, ωN, ωH for all residues. It appears that
there is a large discrepancy between the simulated and the
experimental values, especially atω ) 0 and ω ) ωH,
indicating that there are on average too many fast global
motions and too little slow global motions in the simulation.
The mean ratio betweenJexp/Jmd at ω ) 0 is 7.2, which

Figure 5. (a) Examples of internal correlation functions: short time scale (SER20), intermediate time scale (GLY53), long time
scale (ILE44), and unconverged (GLN40) with Cint(∞) shown as dashed line and (insets) scalar product timeseries of interaction
vector for GLY53, ILE44, and GLN40. (b) Correlation times of internal motions for 52 converged residues; unconverged residues
are indicated with a gray bar. Secondary structure elements are depicted in top of the figure.
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reflects the factor by which the global tumbling is off from
the experimental value.

Using eq 6 the global correlation function for each residue
is reassessed assuming isotropic tumbling withτc ) 4.03
ns.9 The second term in eq 6,Coverall(t), thus becomes the
isotropic function exp(-t/τc). The first part is given by the
internal correlation functions calculated using eq 2, after
superposition of all structures onto the backbone heavy atoms
of the secondary structure elements of the starting structure.
After Fourier transformation of the resulting global correla-
tion functions for each residue, spectral densities are obtained
that are much closer to the experimental values for the
spectral density as can be seen from Figure 7b. For both
J(0) and J(ωN) large deviations are present for THR9,
GLY10, LYS11, ALA46, GLY47, LYS48, and to some
extent ARG54. The same applies for the segment 35-41.

This can be attributed to the increased amplitude of the fast
internal motions for those residues (also apparent in Figure
6b for the order parameters) which translates into an
overestimation ofJ(ωH) at the expense ofJ(0) andJ(ωN)
that become smaller since the integral overJ(ω) must remain
constant. The deviation ofJ(0) for ASN25 originates from
the large exchange contributionRex in the experimental data.
The other small deviations of theJexp/Jsim ratio from 1 may
not be significant considering the amount of uncertainty that
exists for the physical parameters used2,37 and the experi-
mental tumbling time.10 Furthermore, small deviations from
1 may also originate from the anisotropy which is present
in the experimental values40 and which we omitted in our
simulated values by assuming isotropic tumbling.

Direct calculation of NMR relaxation data is now feasible
by substituting the spectral density values in eqs 3, 4, and 5.

Figure 6. (a) Order parameters profiles for increasing timewindows and (b) comparison of experimental (b) and simulated (O)
values averaged over the 1 ns timewindow.

Figure 7. Ratio of spectral densities derived from the MD trajectories and the experimental data at frequencies 0 (b), ωN (O),
and ωH (×) with (a) global tumbling as present in MD and (b) global tumbling τc ) 4.03 ns added. Note that the logarithm (base
10) of the ratio is indicated in the left panel (a).
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The quantitative agreement is poor if done for the values in
Figure 7a (data not shown) since the global tumbling of the
molecule is not reproduced in the simulation. Therefore we
used the internal correlation functions from the simulation
as before to derive the global correlation functions per residue
using eq 6. The agreement now is quite good as can be
noticed in Figure 8, although some residues still considerably
deviate: 9-11, 35-41, 46-48, and 54. As discussed above,
this deviation is mainly due to the presence of fast internal
motions in the simulation. These fast motions are visible as
the initial rapid decay fromC(0) ) 1 to a lower value. E.g.
for LYS11 the value for both the internal and global
correlation function is 0.67 att ) 10 ps. This indicates that
substantial motion is present below this time scale that is
responsible for the initial rapid decay of the correlation
functions. In Figure 6 the aforementioned residues also
deviate from the experimentalS2 values indicating again that
too much fast internal motion is present on the subnanosec-
ond time scale. The internal motions in the 2-6 ns range
which we presented in Figure 5 do, however, not affect the
relaxation data, since they are shielded by the global tumbling
of the molecule: for example theT1, T2, and NOE values
for residues GLU34 and ILE44 for which we found internal
correlation times of 5.6 ns and 6.2 ns, respectively, are in
good agreement with the experimental data.

F. Model-Free Analysis.Since we now have a complete
and consistent picture of the dynamic properties of ubiquitin
from our simulation including order parametersS2, correla-
tion times of internal motionsτint, and predictedR1, R2, and
NOE data, we can assess the robustness of model-free
approaches to extract information on internal dynamics from
relaxation data. For this we used the program TENSOR233

to extract order parameters and internal time scales from the
relaxation data derived from the MD simulation (see Figure
8). We ran TENSOR2 with an experimental uncertainty of
2.5%. This value is a good approximation of the errors that
are commonly present in NMR relaxation studies. A mini-
mum absolute uncertainty of 0.01 is used for the NOE values.

We restricted our analysis to 43 residues that fulfilled the
following criteria: i) The internal correlation function
converges in the MD simulation. ii) The internal correlation
time τint estimated in the MD is smaller than 2 ns. Larger
motions are shielded by the global molecular tumbling (as
shown above) and can consequently not be reproduced by
TENSOR2.

For the selected residues TENSOR chose model 1 in 33
cases, whereas the models 2 and 5 were chosen less often:
7 and 3 times, respectively (see Table 3). This means that
for 33 cases TENSOR2 is not capable of detecting the
nanosecond time scale internal motion that is present for
these residues. The same applies to the 7 residues for which
model 2 is selected: the time scales of the internal motions
are severely underestimated. Only in the 3 cases where model
5 is selected, the time scales are in agreement with the time
scales presented in Figure 5. Note that this behavior is not
correlated to the failure of the decorrelation assumption that
was found for 13 residues (see above).

The failure of detecting nanosecond time scale motions is
mainly due to the noise level in the experimental data:
lowering the amount of uncertainty in the experimental data
to the unrealistically low value of 0.5% favors the choice of
model 5, and consequently motions in the nanosecond time
scale are detected. However, such small uncertainties may
not be realistic from an experimental point of view. In
addition, longer time scale motions for all residues would
as well be detected if the analysis was performed exclusively
with model 5. This would however not be statistically
justified because of the unrealistically high associated errors.

The findings for the time scales presented above are in
agreement with results presented by Chen et al.7 They also
find that nanosecond time scale motions can go undetected
in the model-free analysis and that the model-free time scales
consequently underestimate the effective correlation times.

For the selected residues the order parameter is correctly
reproduced, as illustrated in Figure 9. The differences be-

Figure 8. Experimental (b) and simulated (O) NMR relaxation data for T1, T2, and NOE. In the insets residues 1-71 are shown;
relaxation parameters for residues 9-11 and 48 are off scale.

Table 3. Result for Model-Free Analysis of
Back-Calculated Relaxation Parameters from MD
Trajectory

model number τMF
a τint

b (ns) SMF
2 - SMD

2

1 33c n/a 0.9 ( 0.5 0.03
2 7d 19 ( 5 ps 0.6 ( 0.3 0.01
5 3e 1.4 ( 0.1 ns 1.5 ( 0.3 -0.15

a Time scales as calculated by TENSOR2. In case model 1 is
selected, no time scale is assigned. b Internal time scales from MD
simulation as calculated by eq 8 and presented in Figure 5. c GLN2,
PHE4, VAL5, LYS6, THR14, LEU15, SER20, ASP21, THR22, ILE23,
GLU24, ASN25, VAL26, LYS27, ALA28, LYS29, ILE30, GLN31,
ASP32, LYS33, GLU51, ASP52, GLY53, THR55, LEU56, SER57,
ASP58, TYR59, ASN60, ILE61, GLN62, LYS63, THR66. d ILE3,
GLU16, VAL17, GLU18, LEU50, ARG54, GLU64. e GLY10, ALA46,
GLY47.
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tween the order parameters predicted by TENSOR2SMF
2 and

the simulated order parametersSMD
2 for the time window of

1 ns are close to zero, except for GLY10 and GLY47 (see
Figure 6a). For these residues the predicted order parameters
by TENSOR2 are close to the ones calculated for a 10 ns
time window. For the residues fitted with model 1 the order
parameter is slightly overestimated by an amount of 0.03
(see Table 3), although this difference is not significant for
each of the residues (see errorbars in Figure 9).

IV. Conclusions
The present results from our molecular dynamics simulation
of ubiquitin allows us to draw several conclusions. Most
importantly we have shown that long MD simulations can
yield insight in the internal dynamics beyond the time scale
that is commonly studied in NMR relaxation studies. Motions
on longer time scales than the overall tumbling do not affect
the back-calculated NMR relaxation parametersT1, T2, and
NOE and will consequently go undetected in the standard
model-free analysis. We also have shown that time scales
are in general underestimated in the standard model-free
analysis, unless extremely precise experimental data can be
recorded. Consequently nanosecond time scale motions often
remain undetected. The observation of slow motions in the
present simulation is corroborated by recent experimental
studies on protein backbone motion based on residual dipolar
coupling measurements and cross-correlation measurements.

One of the generally accepted assumptions that overall
and internal motions are uncorrelated in globular proteins,2

a requisitive for the model-free analysis, does not hold for
quite a number of residues in our simulation. Here it should
be noted that in the present simulation for many residues
the internal correlation time is larger than the global
correlation time. This situation is opposite from what is
believed to be the case for globular proteins studied with
NMR.2 It remains thus undecided if global and internal
motions can be split up following eq 6. Although this relation
is widely used in the NMR field, evidence from simulation
or experiment that it really holds is sparse.2,6 To really test
this assumption for globular proteins, longer MD simulations
of at least 1µs are needed.

An important point in extending the time scales of MD
simulations for this purpose is that suitable parameters and
solvent models should be used that reproduce the overall

tumbling in solution. Most force fields, however, have been
parametrized on much shorter time scales aiming at properly
reproducing structural, short time scale dynamics, and ther-
modynamics properties. Obtaining parameters that, in addi-
tion, properly reproduce long time scale dynamics and overall
tumbling remains a challenge. Such an effort will also strong-
ly depend on the availability of high quality experimental
data describing long time scale dynamics in biomolecules.

In conclusion, the present work underlines both the
strengths and weaknesses of MD simulation methods and,
to some extent, the experimental limitations of NMR
relaxation studies, especially regarding the required accuracy,
in properly describing long times scale dynamics.
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Abstract: The human erythrocyte sialoglycoprotein glycophorin A (GpA) has been used

extensively in experiment and simulations as a model of transmembrane helix-dimer formation,

emphasizing the critical role of specific residue-residue interactions between helices in dimer

stability. While the tertiary dimer structure is modulated by the hydrophobic lipid bilayer

environment, we show that interactions of GpA with ordered interfacial water are commensurate

to intrahelical forces. The role of lipid-water interface in stabilizing transmembrane proteins is

not yet understood; however, dramatic water reordering in the presence of the transmembrane

domains is observed from simulations and is possibly measurable by experiment. Interfacial

interactions including anisotropic interactions with the polar headgroups might favor parallel

association of transmembrane helices. To quantify forces capable of disrupting the GpA dimer,

we generate folding/unfolding intermediates by replacement of the lipid bilayer with water,

eliminating not only the native hydrophobic environment but also the native interfacial water

region. Dramatic changes in the secondary, helical structures occur, with a transition from i,i+4

R-helix to i,i+5 π-helix and concomitant perturbation of the tertiary structure. Enforcing the native

R-helix secondary structure by soft dihedral restraints restores the native tertiary structure, in

essence substituting for the lack of the lipid-water interface. We suggest that differentiation

between interactions within the lipid bilayer, including interactions with lipid headgroups and

interfacial water can enrich our understanding of the thermodynamic stability of transmembrane

domains.

Introduction
Transmembrane proteins provide a unique challenge to a full
molecular understanding of their structure and function.1,2

A fundamental problem is obtaining structural information,
even with the availability of modern experimental techniques
such as high resolution X-ray diffraction and solid-state NMR

spectroscopy. This handicap has given the community just
a limited number of membrane proteins for in-depth analysis
of structure and folding, compared to globular proteins. At
the time of this writing there are approximately 400 entries
in the PDB for membrane proteins and>25 000 entries for
globular proteins. On the other hand, membrane protein
folding motifs may be simpler than their water soluble
counterparts.3-6 The membrane spanning region of proteins
are usually closely packed bundles ofR-helices orâ-barrels.
Furthermore, from primary sequence data alone,R-helical
regions can often be identified through hydropathy scales,7

and reliable methods for predicting membrane protein
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topology have been recently developed.8,9 This makes some
aspects of structural prediction easier. However, protein
interactions with the anisotropic, heterogeneous environment
of the membrane bilayer continue to challenge our under-
standing of folding and function.10,11

The association of the glycophorin A (GpA) transmem-
brane region has been studied intently as a model for
elucidating how proteins fold in a lipid membrane environ-
ment.3,12-14 The GpA transmembrane region consists of a
homodimer formed by two parallelR-helices of more than
18 residues each. TheR-helices are formed by the apolar
residue sequences T74LIIFGVMAGVIGTILLI 91, that self-
associate within a hydrophobic lipid environment. The
question becomes what relative contributions do protein-
protein interactions and lipid-protein interactions have in
driving protein assembly? Consequently, what types of
interactions with the lipid bilayer modulate GpA structure
and function?

Much of the literature on transmembrane protein folding
has focused on specific protein-protein interactions. In
particular, early mutagenesis work on the GpA dimer
identified the key residue sequence, LIxxGVxxGVxxT, as
being responsible for dimer formation.15,16 Based on these
findings, a model of the dimer structure was proposed17 and
later validated by NMR spectroscopy.18,19With the structure
of the GpA dimer solved, molecular modeling has revealed
that close residue contacts, required for an overall attractive
van der Waals interaction, were allowed by the small,
compliant Gly residues at the helical interface.20-22 It is now
believed that, in general, the highly conserved GxxxG motif4

allows the close packing of transmembrane helices in other
proteins to occur.

Insights gained from the above studies are thought to be
generalizable to other transmembrane proteins. However, in
addition to the GxxxG motif mentioned above, other statisti-
cally relevant sequence motifs were identified,4 some sug-
gesting alternative mechanisms for helix-helix associations
in membranes. In particular, while the glycophorin model
emphasized the importance of van der Waals interactions,
other proteins use polar side chains buried in the hydrophobic
region of the bilayer to electrostatically drive the association
of transmembrane helix domains.23-26 These examples
highlight that membrane associated proteins may utilize
aspects of the lipid environment to promote folding and
function.

A number of experimental studies have shown that features
of the lipid bilayer environment such as thickness, fluidity,
and chemical composition affect the folding and function of
membrane proteins. For example, disparate cellular processes
such as the rhodopsin photocycle27,28and alamethicin channel
formation29 have been shown to depend on the monolayer
intrinsic curvature, a distinct property of lipid assemblies.
Lipid chain length has been shown to have a crucial affect
on gramicidin channel formation.30,31 Studies on GpA have
shown that the type of detergent micelle can affect monomer
affinity by several orders of magnitude although the dimer
structure itself is not altered.14,32

Lipid bilayers are not simple slabs of hydrophobic matter.
A large section of the lipid bilayer, the interfacial region, is

significantly more polar than the hydrocarbon core. We
therefore should not restrict our attention to interactions just
within the hydrophobic core but instead take into account
possible interactions with the polar interface. The role of
the bilayer interface and its interplay with the apolar
environment of the membrane in stabilizing the GpA dimer
and influencing parallel helix packing is a central concern
of this paper.

The use of molecular dynamics to gain insight into the
behavior and function of globular proteins is by now well
established.33 Furthermore, the importance of the solvation
environment in properly capturing protein dynamics has been
shown in several studies.34 This powerful tool is also capable
of giving insight into the complicated lipid bilayer environ-
ment.22,35 Both ensemble averages and dynamic properties
of the system are obtainable through this method. Because
all forces are calculated at the atomic level it is, in principle,
possible to parse out the most relevant interactions respon-
sible for the process of interest. Recently, MD computations
have been successfully applied to membrane proteins,
including bacteriorhodopsin,36 rhodopsin,37 gramicidin,38-40

OmpA,35,41KcsA,42 and GpA.22,43The role of protein-lipid
interactions has been the main aspect of these studies.

The central thrust of the current molecular dynamics
calculations is to address the effects of the lipid-water
interface environment on GpA transmembrane structure. In
particular, how are interactions with the interface and lipid
hydrocarbon mediated to stabilize the dimer? To this end,
we first analyze simulations of the GpA dimer in a dimyris-
toylphosphatidylcholine (DMPC) membrane (Figure 1a),
where protein structure has been validated by solid-state
NMR measurements,19 to investigate the interactions of GpA
with the various regions within the bilayer, including
interfacial water. We find that interfacial water, which differs
markedly from bulk due to interactions with the lipid
headgroups, is further modified by strong interactions with
the transmembrane GpA dimer. In addition, because of the
parallel orientation of the GpA dimer along the bilayer
normal, interfacial dynamics on the two sides are distinct.

An important framework for understanding membrane
protein assembly is the two-stage model introduced by Popot
and Engelman,44 in which stableR-helices first form within
the lipid bilayer and then tertiary association forms the final
structure. The process of helical insertion into bilayers and
spontaneous dimer formation using simulations is still beyond
current computational abilities. However much can be
learned about the folding process from simulations of dimer
disruption. The GpA dimer appears to be a particularly stable
construct. As we have reported earlier, dimer structure is
modulated by bilayers of different lipid types, in a manner
consistent with hydrophobic matching concepts.22 However
this modulation does not involve significantly different
structural intermediates. It has also been shown that dimer
association probability is affected by micelles of different
detergent type but not dimer structure itself.14,32 Since GpA
in its native environment is in permanent interaction with
interfacial water as well as lipid hydrocarbon, a simple way
to disrupt the dimer is removal of lipids and replacement
with water throughout the simulation box.
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By learning how the protein “falls apart” in the absence
of the ordering potential of the membrane, we obtain insights
into the role of the lipid/water interface in stabilizing the
native protein structure. In addition, the water simulation
allows us to quantify the asymmetry effect seen in the lipid
simulation. Reassuringly, GpA structure is denaturated in
water. Interestingly, however, the collapse of the tertiary and
the secondary structure are very much interdependent.
Indeed, by holding the backbone dihedral angles in the
vicinity of the starting conformation (from NMR), we show
that the tertiary structure is preserved, despite the absence
of a native, bilayer environment to hold it in place. This
suggests that, once helical monomeric structures are stabi-
lized within both the hydrophobic core and the headgroup/
water interface, dimer stability is assured.

Finally, allowing backbone dihedrals to evolve freely does
not lead to direct unfolding into random coil conformations.
Instead, exposure to water modulates backbone hydrogen
bonding patterns, and alternate (metastable) dimer conforma-
tions are found throughout the length of the trajectory.

We suggest that interactions with the polar region of lipid
bilayer, including direct and indirect perturbation of the

interfacial water should be taken into account for molecular
associations within transmembrane domains.

Materials and Methods
Bilayer Simulation Details. All bilayer simulations were
performed using CHARMM versions 26 and 2745 software
and the CHARMM 27 parameter set. The DMPC pure
bilayer system was constructed with 18 lipids per monolayer
(36 lipids total), while the DMPC/GpA simulation was
constructed with 45 lipids per monolayer (90 lipids total).
Furthermore, 925 and 3756 waters were used in the pure
DMPC and DMPC/GpA simulations, respectively, under the
TIP3P water model. The construction of the membrane
around the GpA molecule followed a procedure proposed
by Woolf and Roux.38,39The NMR structure of GpA reported
by MacKenzie et al.18 was used as the initial structure for
the GpA dimer.

Equilibration of both systems was performed initially
through minimization and Langevin dynamics. The final set
of equilibration and production was performed with a
constant number of atoms (N), constant lateral surface area
(A), constant normal pressure (P ) 1 atm), and a constant
temperature (T ) 298 K) to give aNAPNT ensemble. The
total lateral surface area was 1075 Å2 for the pure bilayer
system and 3040 Å2 for DMPC/GpA simulation. These
values represent an area per lipid of 59.72 Å2 that is
consistent with experimental numbers46 where for the DMPC/
GpA system∼353 Å2 was estimated for the dimer. All
systems were run with periodic boundary conditions (PBC)
using particle mesh Ewald for the treatment of long-range
electrostatic interactions.47 A cutoff of 12 Å was used for
van der Waals interactions.48 All bonds involving hydrogen
atoms were fixed using the SHAKE algorithm49 allowing a
time step of 2 fs for dynamics. Lipid systems were simulated
for a total of 1.5 ns and 22 ns for the DMPC and DMPC/
GpA systems, respectively. The first 0.25 ns was taken as
an equilibration period, and results are reported on the
remaining simulation time. Further discussion involving
ensemble choice and system construction can be found in
ref 22.

GpA in Water Simulation Details. This set of simulations
were performed using the CHARMM 27 software package
with the CHARMM 27 parameter set. All simulations used
periodic boundary conditions and particle mesh Ewald for
long-range electrostatic interactions as well as a 12 Å cutoff
for van der Waals interactions. Bonds to hydrogen atoms
were fixed using the SHAKE algorithm allowing a 2 fstime
step during dynamics.

The initial water box simulations used the same simulation
conditions as the bilayer simulations. Namely, theNAPNT
ensemble was considered with a constant lateral area (A )
1200 Å2), a constant normal pressure (PN ) 1 atm), and a
constant temperature (T ) 298 K). The simulation cell
consisted of one GpA dimer molecule and 2060 waters. The
system was constructed from an equilibrated water box with
cell dimensions similar to those of the bilayer simulations.
Waters that overlapped with the protein were deleted, and
minimization was performed on the waters with all atoms
of the protein fixed. This was then proceeded by 200 ps of

Figure 1. (a) Simulation snapshot of GpA in a DMPC bilayer.
The protein is represented as cylinders (green), the lipid
chains as lines (cyan), and the lipid headgroups and waters
are shown as VdW spheres (water, blue; oxygen, red;
phosphate, gold; nitrogen, violet). Hydrogens are omitted for
clarity. (b) Electron density profile showing the distribution of
molecular groups along the bilayer normal, averaged over the
simulation.
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equilibration using constant normal pressure and constant
temperature dynamics with the structure of the GpA dimer
still fixed. The cell dimensions of the system were observed
to have remained stable over the last 100 ps of equilibration.
All restraints on the proteins were then removed, and two
simulations were started each beginning with a different set
of initial random velocities. The velocities were assigned
using a Gaussian distribution such that the system was set
to the proper temperature. These two GpA/water systems
were then run out to the limit of available computational
resources, 16 ns and 19 ns, respectively.

Construction of the large water boxes used an equilibrated,
cubic, water box of larger dimensions with roughly double
the volume of the bilayer simulations. Again the micelle
structure of the GpA dimer was inserted into the system,
and overlapping waters were deleted. This resulted in a
system containing 5626 waters with cell dimensions of∼55.3
Å on each side. All three cell dimensions were allowed to
vary under a constant pressure and temperature ensemble,
NPT, with a pressure,P ) 1 atm, and temperature,T ) 298
K. The equilibration procedure was similar to that above;
first all atoms of the GpA dimer were fixed, and then
minimization on waters was performed followed by 200 ps
of dynamics on the entire system. All restraints on the protein
were then released, and three simulations were begun each
starting with a different set of initial velocities. One
simulation was run out for 5 ns of production. For the next
two simulations a harmonic restraint was put on the dihedral
angles of the backbone, and the systems were simulated for
2 ns each. The total 4 ns of simulation time was analyzed
and reported in the results.

Hydrogen Bonding.There is no explicit hydrogen bond-
ing term in the CHARMM 27 force field. For this reason
backbone hydrogen bonding partners were identified by
geometrical criteria. All hydrogens that were within a 90°
angle cone of the hydrogen bond acceptor, carbonyl oxygen,
and within 2.5 Å of the oxygen were considered potential
hydrogen bonding partners. If more than one hydrogen
satisfied the above criteria, they were further discriminated
against using a smaller 135° angle cone and then considering
the hydrogen with the shortest distance to the acceptor atom.
The same algorithm was applied to finding water oxygen
partners for the backbone amide hydrogen.

Results
The Native Lipid/Water Interface. There are distinct
structural features along the bilayer normal of a membrane.
Electron density profiles from a DMPC/GpA simulation in
Figure 1b show the distribution of different molecular groups
along this normal with the distributions weighted by the
number of electrons for each molecular group. The mem-
brane interface, defined as the region of the polar headgroups
(phosphate and choline as well as the polar glycerol backbone
and carbonyl oxygen), contributes to almost one-half of the
bilayer thickness. Furthermore, there is a significant popula-
tion of waters in this region. Some waters penetrate to within
10 Å of the bilayer center, well within the hydrocarbon region
of the membrane and in contact with GpA.

Figure 2a shows average interaction energies between the
GpA dimer and the various polar and nonpolar groups of
the lipid bilayer. It is striking that the protein-water
interactions are the strongest. Interactions with the lipid
hydrocarbon are also large, as expected, and are of roughly
the same magnitude as water interactions. The combined
contribution of the phosphate, choline, and glycerol/carbonyl
groups (headgroup interactions) represent roughly 1/6 of the
total interaction energy between the protein and its environ-
ment. However, if one considers the total membrane interface
as the sum of the water and headgroup contributions, then
interactions with the interface dominate over that of the lipid
hydrocarbon. The interaction of individual helices with the
lipid environment are statistically equivalent and half that
of the total dimer interaction. Major differences in the
breakdown into van der Waals and electrostatic components
are also seen in Figure 2. As expected, the nonpolar lipid
tails interact primarily through van der Waals interactions
(Figure 2b), whereas the water interactions are electrostati-
cally dominated (Figure 2c). The phosphate group has, on
average, a small slightly repulsive electrostatic interaction
with GpA, with large positive and negative fluctuations about
the mean.

The strong interaction between the protein and water
motivates a more detailed analysis of water behavior in the
vicinity of the GpA dimer. Figure 3 compares water order

Figure 2. Average GpA interaction energy with bilayer
environment in DMPC/GpA simulation. Interaction energy is
decomposed into contributions from hydrocarbon, water, and
headgroup. The headgroup term is further decomposed into
phosphate, choline, and carbonyl\ester interactions. Mean
square fluctuations are shown with error bars.
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parameters relative to the membrane normal with and without
the GpA dimer. The average second-order Legendre poly-
nomial, (3cos2(θ)-1)/2, is plotted whereθ is the angle of the
O-H bond vector with the membrane normal. These second
rank order parameters of the water O-H bonds are measur-
able by solid-state2H NMR in heavy water.50 The NMR
observable corresponds to running averages of these profiles
as seen in Figure 3b. However, from simulations, local order
parameters can be determined and are amenable to a more
straightforward interpretation, Figure 3a. As shown by Figure
3, for a pure bilayer, interfacial water is ordered.51-54 Away
from the interface, water molecules have no preferred
orientation (zero local order parameter), defining the bulk
water region. As one moves into the membrane and the lipid
headgroup environment, regions of the second rank order
parameter with different signs are observed.51-54 The parallel
orientation of GpA causes significant alternation of water
ordering, than that characteristic to lipid bilayers,55 as shown
by calculations within a 6 Å radius of the protein dimer
(Figure 3). This includes the first two hydration shells of
water around the protein as determined by radial distribution
functions.56 Furthermore, the parallel packing of the GpA

homodimer introduces an asymmetry about the bilayer
midplane, manifested through differences in water orientation
at the two sides of the bilayer. There is a clear shift in water
ordering at the N-terminus (negative z), when compared to
ordering at the C-terminus (positive z). A possible interpreta-
tion is a tendency for water at the N-terminus to orient with
the OH bond vector pointing away from the bilayer center.
In contrast, at the C-terminus, water ordering is biased toward
the bilayer center. The structural difference between the N-
and C-termini of the GpA dimer is, obviously, the free amide
hydrogens on one side and the carbonyl oxygens on the other.
For reference to water order parameter profiles, these regions
are highlighted in Figure 3.

Lipid Replacement. We now investigate the effect of
removing the lipid molecules by filling the whole simulation
box with water. This replacement not only eliminates the
native hydrophobic environment of the GpA core but also
destroys the water ordering characteristic of lipid/water
interfaces (the native water environment of GpA). Because
of these differences, major disruption of the GpA dimer is
expected. However, despite radical structural changes, a
helical secondary structure was still preserved in all water
runs. Furthermore, the helices remained associated for the
duration of the simulations. A comparison of the CR root-
mean-square deviation for the DMPC/GpA and water/GpA
Run1 simulations show that initially there is a larger
deviation in helix for the water run, Supplementary Figure
1 (see Supporting Information). However, as the protein
stabilizes into the new helical structure the deviation plateaus.
The nature of this hydrophobic association or aggregation
in water will be described below. Without the shielding of
the membrane, significant competition between intrahelical
backbone hydrogen bonding and that with water occurs, as
shown in Figure 4. GpA hydrogen bonding with water in
the DMPC/GpA run is shown for comparison. In the bilayer
setting, only the first four residues at the N-terminal side
and the last four residues at the C-terminal side can hydrogen
bond to water. The internal residues of the protein are
shielded from water interactions by the lipid hydrocarbon
region. TheR-helices of the transmembrane dimer, stabilized
by the i,i+4 intrahelical backbone hydrogen bonding motif,
leaves the amide hydrogens of the first four residues at the
N-terminus and the carbonyl oxygens of the last four residues
at the C-terminus with unpaired donors and acceptors,
respectively.

With the lipids replaced by water, increased hydrogen
bonding between GpA and water is seen. Overall, there is a
greater degree of water interactions with the backbone
carbonyl oxygen. This is likely due to the ability of the water
hydrogens to adopt favorable orientations while avoiding
steric blocking from amino acid side chains. However, not
all interior amino acids show the same degree of water
hydrogen bonding. Reduced interactions with water are found
for the residues at the helix-helix interface, in particular
Gly79, Ala82, and Gly83. Other residues, Val80, Val84, and
Ile85 exhibit minimal hydrogen bonding to water even
though they are not involved in the helix-helix interface.
These residues all containâ-branched side chains that can
sterically block access to the protein backbone.

Figure 3. (a) Local second rank order parameters of water
O-H bond orientation with respect to the membrane normal
for simulations of pure DMPC (open circles) and DMPC/GpA
(filled circles). For DMPC/GpA only water within a 6 Å radius
of the protein was considered to emphasize the effect in the
protein vicinity. GpA electron density profie is replotted from
Figure 1b. The N-terminus amide hydrogen and the C-
terminus carbonyl oxygen regions are shaded in light and dark
gray, respectively. (b) Running averages (integrated profiles)
of data in part (a).
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Despite preservation of a helical structure and dimer
association, significant changes to secondary and tertiary
structural elements were found in the water/GpA systems.
The crossing angle between the two helices that make up
the GpA dimer is a relevant parameter defining the tertiary
structure of the protein. This angle is mediated by the
interplay between interhelical interactions and interactions
with the environment. Variations of this angle can be
regarded as modifications of the net torque about the dimer
crossing point. The time series of the helix crossing angle
for the different simulations is plotted in Figure 5. As
determined experimentally for GpA structures in micelles,18

the GpA dimer has a crossing angle of about 40°. Analysis
of the lipid simulation shows that the dimer structure differs

only slightly within a DMPC bilayer, with a mean crossing
angle of 44°. For the water simulations shown in Figure 5,
significant deviations from these values are seen. Initially,
within the first 2 ns of the simulation, both trajectories deviate
rapidly and in a similar fashion from the NMR structure. At
2 ns, however, trajectories begin to diverge. One run
stabilizes at a mean crossing angle of 120° for the duration
of the simulation,∼12 ns. The helices in the second run,
however, continue to rotate about each other, settling only
slightly preferentially at approximately 50°. These water
simulations were performed at the same system size as the
lipid simulation for direct comparison of interaction energies.
Simulation in an aqueous solution of a larger size showed
similar trends, though changes occurred more slowly, imply-
ing that the smaller system dimensions do not inhibit further
denaturation of GpA structure by water.

To further characterize the behavior of the GpA dimer in
water, we recorded the intermonomer distance (between
helical mass centers) and the length per residue for each
helix. Compared to the DMPC/GpA simulation, the average
center of mass distance in water increases by 1.5 Å. A
decrease in the pitch per residue is also seen, to a value of
1.2 Å, compared to theR-helical 1.5 Å57 found in DMPC.
Interestingly, the pitch value that we find in water corre-
sponds to aπ-helix geometry. For aπ-helix an increase in
the helical radius of 0.5 Å is also expected.57 This would
result in at least a 1 Å increase in the center of mass distance
between two packed helices, as we find in our simulations
(also see above).

Constrained Secondary Structure.To study the inter-
dependence of secondary and tertiary structures, we carried
out simulations with the GpA backbone dihedral angles
constrained by harmonic potentials in the vicinity of the
NMR starting structures. The internally restricted GpA
helices are otherwise free to move in space, in response to
the denaturing, all-water environment. Under these condi-
tions, we find an even more tightly packed dimer, with a
center of mass between the two helices 0.7 Å less than in
the DMPC bilayer. The most striking result is that the helix
crossing angle remains roughly unchanged (stable at about
40°). Hence, preserving the secondary,R-helical structure
resulted in conservation of the tertiary structure.

Is water ordering next to GpA also observed? We
investigate this by comparison of the water dipole angle next
to the dimer for the DMPC/GpA and constrained-backbone
systems. Because in the pure water simulation there is no
such reference frame as the bilayer normal, dipole angles
are computed with respect to the helical axis for both the
lipid and the water simulations. This calculation was
performed within a cylinder with a 6 Å radius centered
around the helix. The cylinder is extended beyond the ends
of the helix into the bulk region of the system. For waters
included in this cylinder, average water dipole orientations
were calculated as a function of distance from the geometrical
center of the helix, placed at zero (similar to the analysis in
Figure 3).

Results are plotted in Figure 6. For the DMPC/GpA run,
the water dipole orients away from the helix center initially.
Further in, the orientation changes and the water dipole

Figure 4. Fraction of simulation each residue spends forming
backbone-water hydrogen bonds. Amide hydrogens to water
bonds are shown in light gray; carbonyl oxygens to water
bonds are shown in dark gray.

Figure 5. Time series of crossing angles for unconstrained
water simulations, run1 (black) and run2 (grey). The experi-
mental reference value7 is indicated by the dashed line.

380 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Nanda et al.



orients into the center. This behavior is similar to water
orientation (measured by the OH bond vector) with respect
to the membrane normal for a pure DMPC bilayer, Figure
3a. The bilayer strongly influences water orientation, and
this is enhanced by the slight angle between the GpA helix
axis and the membrane normal (<20°). From the constrained-
backbone simulations, ordering of waters along the helix axis
due solely to the protein (unbiased by the lipid environment)
can also be observed. However, in the absence of the
surrounding lipids, water ordering appears weaker and,
interestingly, more symmetric than in the bilayer.

Comparison to NMR Measurements.Structural infor-
mation on the membrane spanning region of GpA has come
from both solution and solid-state NMR.18,19 A set of 20
structures was determined (PDB code 1AFO) from NMR
measurements in dodecylphosphocholine micelles. These
structures were solved using a set of interhelical H-H NOE
distance restraints along with J-coupling values sensitive to
dihedral angles. Calculating the average interhelical H:H
distances for the family of NMR structures and our simula-
tions of GpA in a DMPC bilayer and GpA in water with a
constrained-backbone gives us a basis for comparison to
experiment. The hydrogen pairs considered correspond to
those for which NOE distance restraints were assigned. For
chemically equivalent hydrogens, the contribution of each
hydrogen to the distance average was weighted by a factor
of 1/r6. This is proportional to the drop off in NOE signal
with respect to the distance,r. The results of these calcula-
tions can be seen in Figure 7a. There is generally good
agreement between both the DMPC/GpA and constrained-
backbone simulations with that of the NMR structure.
However both simulations show a larger separation between
hydrogens at the N-terminus and a greater mean square
fluctuation at the C-terminus when compared to the NMR
structures.

Further structural information has come from rotational
resonance solid-state NMR of GpA in a DMPC bilayer.19

This measurement gives a set of distance restraints between
isotopically labeled carbons, shown in Figure 7b. While a

formal protein structure was not solved, these average C-C
distances can be compared between the various simulations
and experiments. We find similar C-C distances between
the bilayer simulation, the constrained-backbone water
simulation, the solution NMR structure, and the solid-state
NMR measurements. There appear to be subtle differences
in C-C distances between the structure from the micelle
and from the bilayer measurements. Both simulations
analyzed here are in good agreement with the experimental
data. The striking agreement between the constrained-
backbone simulations and both the solution and solid-state
NMR data emphasizes that the preservation of secondary
structure results in preservation of tertiary packing between
the two monomers.

Intermonomer Side-Chain Interactions. A detailed
picture of how the environment affects interhelical interac-
tions can be seen through residue-residue interaction energy
matrices shown in Figure 8. In these plots, darker squares
represent favorable or attractive residue interactions, and
lighter squares represent unfavorable or repulsive residue
interactions. Representative snapshots of the dimer structure
for each system are also shown. The plot for the GpA
simulation in DMPC and the constrained backbone simula-

Figure 6. Water dipole order parameters with respect to the
GpA monomeric axis for DMPC/GpA (filled circles) and
constrained-backbone water/GpA (open triangles), averaged
over both GpA helices. The helical extent is indicated at the
bottom of the figure.

Figure 7. Comparison of simulations with NMR structural
data. (a) Average interhelical H-H distances, corresponding
to assigned NOE signals from solution NMR measurements.7

Averages over 20 NMR structures (PDB code 1AFO) are
shown with solid circles, DMPC/GpA simulation with open
circles, and the constrained-backbone simulation with solid
triangles. (b) Average interhelical C-C distances correspond-
ing to solid-state NMR measurements (solid squares),19

compared to the structures in part (a). Error bars represent
mean square fluctuations.
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tion in water (Figure 8, top panels) show the primary residues
involved in the helix-helix interface to be consistent with
the L75I76xxG79V80xxG83V84xxT87 motif determined through
numerous mutagenesis and structural studies.15-17 The two
glycines in the highly conserved GxxxG motif have a slightly
unfavorable interresidue interaction with the corresponding
glycines of the other helix. As we have shown previously
for GpA in simulations of several different lipid types,22 the
repulsive Gly-Gly interaction is an electrostatic one, orig-
inating from the two closely packed backbone carbonyls and
the two CRH2 groups, from each helix glycine. The residue-
residue interaction energy map of the constrained-backbone
simulation is very similar to the bilayer simulation. Further-
more, interhelical backbone hydrogen bonding interactions
between CR-H‚‚‚OdC groups of Gly79-Ile76, Val80-Gly79,
and Gly83-Val80 appear to be conserved. This is consistent
with the crossing angle result above, suggesting that native
helix-helix packing interactions are conserved once native
helical structures are preserved.

Analysis of free GpA in water (backbone restraints
removed), for whichπ-helices are observed, presents mark-
edly different interaction matrices (Figure 8, bottom panels).
In one case, residue-residue interactions occur along the
other diagonal of the matrix, indicative of an antiparallel helix
packing motif. This is consistent with the 120° crossing angle
reported above and shown by the representative snapshot in

Figure 8. This alternate crossing angle of the GpA dimer
appears to also be stabilized by a specific residue-residue
interaction energy pattern. In the second case, corresponding
to large fluctuations in the crossing angle (Figure 5), the
interaction map resembles the upper panels, but the residue
motif is less pronounced. The interactions are overall weaker,
due to the fact that the center of mass distance between the
helices is greater (see above). Here we show interaction
energies averaged over the 8 to 15 ns time interval where
the dimer crossing angle appeared most stable. Finally, the
highlighted Phe groups in the snapshot serve as a dial
showing that slightly different helical faces are in contact
compared to the bilayer conformation

Backbone Structures. The distortion of theR-helical
secondary structure observed in the water/GpA simulations
implies a change in the intrahelical backbone hydrogen
bonding motif. We looked at the time series of the backbone
hydrogen bonding behavior with the total number of
backbone hydrogen bonds divided into several categories.
(1) The 3/10 helix i,i+3 motif, (2) R-helix, i,i+4 motif, (3)
the π-helix, i,i+5 motif, and (4) water hydrogen bonding.
The percent of all the GpA dimer backbone hydrogen bonds
in each of these five categories was calculated as a function
of time and plotted in Figure 9.

By design, the constrained-backbone simulation is not
capable of significant secondary structural changes, so the

Figure 8. Average residue-residue interaction energy maps between GpA helices and representative snapshots from the
simulations. Dark squares are favorable residue interactions and light squares are unfavorable residue interactions. Water/GpA
Run1 is an average over the last 7 ns of the simulation. Water/GpA Run2 is an average taken from the 8-15 ns interval of the
simulation.
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time series of hydrogen bonding patterns in Figure 9a has a
fairly constant behavior as given by the strength of the
restraining potential. TheR-helical, i,i+4, hydrogen bonding
motif, and hydrogen bonding to water make up about 80%
of all backbone hydrogen bonds. There is also a small degree
of the 3/10 helix formation as well. Finally there is no
indication of the π-helix associated hydrogen bonding
pattern.

The behavior of the water/GpA Run1 is dramatically
different (Figure 9b). Most noticeably, there is a rapid change
within the first 3 ns, going from the i,i+4 hydrogen bonding
motif to mostly i,i+5. The percentage of i,i+3 hydrogen
bonding goes to zero. While fluctuations in hydrogen bonding
patterns are greater for the water/GpA Run 1, theπ-helix
like conformation is stable throughout the majority of the
trajectory. Furthermore from monitoring the time series of
individual residue backbone hydrogen bonding, we find that
Ala83-Gly84 and Ile86-Gly87 are the most common nucle-
ation sites forπ-helix formation (data not shown). Stabiliza-
tion of a π-helix is found in both of the GpA in water
simulations and represents a consistent affect of water on
secondary structure.

The average backbone hydrogen bonding behavior of all
simulations is given in Table 1. Averages for the free GpA
dimer in water simulations were taken over the last 7 ns

where hydrogen bonding behavior appears to have stabilized.
The constrained-backbone simulations show a much greater
degree of hydrogen bonding with water than the simulation
of DMPC/GpA. However if one just looks at the hydrogen
bonding behavior of the 4 terminal residues at both the N-
and C-terminus, the ratio of hydrogen bonding patterns are
in better agreement. These terminal residues are significantly
more exposed to water as was shown in Figures 1b and 4.
Simulations of the free GpA molecule in water show similar
behavior, with the i,i+5 helix conformation becoming
strongly favored.

The shift in backbone structure corresponds to a change
in the energetics of helix stability. This can be seen from
the electrostatic self-energies of the protein helices in the
different simulations (Table 2). GpA in theπ-helix confor-
mations have electrostatic self-energies nearly an order of
magnitude less than in theR-helical structures in DMPC and
the constrained-backbone simulations. Electrostatic self-
energies are stronger in the bilayer environment. There is
an inverse relationship between protein self-energy and GpA
interaction with its environment, also shown in Table 2.

Discussion
Using GpA as a model system, the analysis described here
begins to build a framework for the critical role of the bilayer
interface in stabilizing membrane protein structure. We have
shown that transmembrane domains interact strongly with
the polar headgroup region of the lipid bilayer, possibly
implicated in favoring a parallel helical orientation rather
than antiparallel. This should not come as a surprise, based
on accumulating evidence on bilayer structures, especially
with regard to the spatial extent of the headgroup region
(Figure 1b). The molecular distributions shown in Figure 1b
are consistent with X-ray and neutron scattering as well as
NMR spectroscopy.22,58-62 While the folding of membrane
proteins is primarily dictated by the hydrophobic environment
at the bilayer center, the stability of its functional form can
be influenced by interactions at the lipid/water interface.

Figure 9. Time series of backbone hydrogen bonding pat-
terns: (a) constrained backbone simulation and (b) water/
GpA Run1 simulation.

Table 1. Fraction of GpA Backbone Hydrogen-Bonding
Motifs Observed during Simulationsa

system i,i+3 i,i+4 i,i+5 water other

constrained backbone 0.1 0.4 0 0.4 0.1
water/GpA (Run1)b 0 0.05 0.6 0.3 0.05
water/GpA (Run2)b 0 0.1 0.55 0.3 0.05
DMPC/GpA 0.05 0.7 0 0.2 0.05
DMPC/GpA (term res) 0 0.4 0 0.4 0.2

a Fluctuations about the mean were similar, in the range of (0.02
to 0.05. b Average taken over the last 7 ns of the simulation.

Table 2. GpA Helix Interaction Energies in kcal/mola

system
DMPC/

GpA
constrained
backbone

water/
GpA

(Run1)b

water/
GpA

(Run2)b

electrostatic self-energy -21.3 -13.7 -2.4 -3.4

environment interaction -478.4 -490.6 -529.6 -554.3

energy (-215.6)c

a Errors about mean energy values were small and in the range of
(0.1 to 0.5 kcal/mol. b Average taken over last 7 ns of simulation.
c Interaction with waters only.
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We have also shown that the preservation of the secondary
structure maintains the integrity of the tertiary structure even
when the native lipid environment is (admittedly artificially)
replaced by water. This suggests, although does not directly
prove, that once helical structures are formed within the
bilayer, dimer association is favored, consistent with the two-
stage model of Popot and Engelman.44 It is important to note
that secondary structures were constrained internally through
soft harmonic potentials on backbone dihedral angles only.
These soft potentials did not prevent overall helical motions
(translation or rotation), nor did they act on side-chain atoms.
The strength of the constraining potential was such that
distance fluctuations shown in Figure 7 were comparable in
magnitude to experimental measurements in micelles and
bilayers. The dependence of tertiary structure on the pres-
ervation of secondary structure is further seen when the
constraints on the backbone are removed.

Full exposure of the free GpA dimer to an aqueous
environment destabilizes both the native tertiary and the
secondary structures. While this modification can be readily
labeled “hydrophobic collapse”, we see a surprising degree
of order in the collapsed protein. On the time-scale of these
simulations one cannot assume that the highly structured
collapsed protein material is in a thermodynamically stable
denatured state. However, it may be possible that the sampled
structures represent meta-stable unfolding/folding intermedi-
ates. Because the dimer is driven to an alternative, structured
configuration, simulations in water show how an aqueous
environment disrupts the protein and indirectly suggest how
the membrane environment holds it stable. The convenient
structural parameters to evaluate the GpA dimer are the
helix-helix crossing angle, the center of mass distance
between the helices, and the length/residue of the helix.
Following these indicators, we see that there are several paths
to disruption of the tertiary dimer structure, but modification
of secondary structure is consistent.

The phase space of the denatured state is large, and it is
not surprising that the water/GpA Run1 and Run2 explore
different crossing angles. The differences in the crossing
angle are likely an indication that the helical association
behaves more like nonspecific aggregation. This is expected
because disruption of the helical secondary structure breaks
the native packing surface between helices. Even when
crossing angles in the water/GpA Run2 approach those of
the GpA in DMPC there are no native contacts between the
two helices as seen in residue-residue interactions of Figure
8.

A helix motif was clearly preserved in all simulations of
the free protein in water, despite the disruption of theR-helix
form. The pitch per residue of 1.2 Å that we obtain is
characteristic of aπ-helix conformation. Theπ-helix was
first proposed as another theoretical construct of an energeti-
cally stable helix conformation in addition to theR-helix.57

Rare occurrences of this helix in nature have been shown in
globular proteins and proposed as transient structures in
membrane proteins.63 Theπ-helix structure is thought to be
stabilized by an i,i+5 backbone hydrogen bonding pattern.
This would allow for a more loosely wound helix than an
R-helix which has an i,i+4 hydrogen bonding motif. Analysis

shows an initial, rapid changing from i,i+4 R-helix motif to
an i,i+5 motif on a time scale of 2-3 ns (Figure 9).

Nucleation ofπ-helix formation was predominantly found
at the glycine residues. In globular proteins glycines are
known to be helix breakers.64 The absence of a side chain
in glycine residues allows greater conformational flexibility
to the protein backbone, although their affect on helicity is
position dependent.64 Despite the effect on water soluble
R-helices, glycines are commonly found in membranes
proteins.4 Previous simulations of transmembrane proteins
in an aqueous setting have also reported on the occurrence
of π-helices. These include simulations of the alamethicin
channel-forming peptide and a poly-alanine helix in wa-
ter,65,66 and transmembrane segments of bacteriorhodopsin,
which were simulated using Langevin dynamics in a bulk
medium of high dielectric.67

It is of interest to compare these results with previous
experimental work on the stability of poly-Ala helices. Poly-
Ala peptides do not form stableR-helices by themselves in
aqueous solution. However, the introduction of polar and
especially charged guest residues are able to stabilize water
soluble monomer helices.68,69 Stability is increased by the
greater number of substitutions. This behavior has been
attributed to the desolvation of the alanine backbone NH and
CO groups due to the preferential hydration of the polar
residues.70 These hydration deprived residues form tighter
intrahelical hydrogen bonds, drivingR-helix formation.
Parallels can be drawn to membrane proteins where the lipid
hydrocarbon environment severely dehydrates the backbone
of the transmembrane helix.

A framework for R-helix stabilization in membranes
through compensation of electrostatic interactions and en-
tropy is suggested. Simulations of poly-Ala in various
dielectric mediums show that helix instability can be induced
by raising the bulk dielectric constant of the media.70 As
mentioned previously, a directR-helix to π-helix transition
can be induced in bacteriorhodopsin helices by raising the
dielectric of the bulk media.67 A low dielectric medium
would favor short, rigid hydrogen bonds of anR-helix,
whereas a higher dielectric would favor longer bond lengths
(such as aπ-helix) in order to allow for greater conforma-
tional flexibility. The results presented here may provide a
more detailed molecular picture of how an aqueous setting
disrupts a transmembraneR-helix. In the polar aqueous
solution, restrictions on hydrogen bonding are relaxed
allowing for increased water hydrogen bonding interactions
and increased backbone and side-chain flexibility. In contrast,
the lipid hydrocarbon region appears to be important for
suppressing fluctuations out of the native secondary structure
of the protein. Namely, by increasing the energetic impor-
tance of backbone hydrogen bonding interactions, theR-helix
conformation is stabilized. This then drives the association
of the transmembrane helices, because theR-helix conforma-
tion presents an optimized, unique face that stabilizes
interhelical association, mainly through van der Waals,
specific residue-residue interactions.18

While the two-stage model gives an important framework
for understanding transmembrane protein assembly, the role
of the interface environment on protein structure, not just
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helix association, remains to be addressed. As shown by the
molecular distributions in Figure 1, about 1/5 of the peptide
length lies within the headgroup region where it is exposed
to water. Including the peptide open ends in the membrane
plane, a total of 2/5 of GpA surface is exposed to water. A
peptide with primarily apolar side chains still has an
amphipathic quality due to its polar backbone. AnR-helix,
in particular, is capable of significant hydrogen bonding
interactions with water because of the i,i+4 motif leaves four
residues each at the N- and the C-termini with unsatisfied
hydrogen bonds. Thus, water molecules on either side of the
membrane can hydrogen bond to backbone amide hydrogens
and to the carbonyl oxygen groups. This may explain why
glycophorin interactions with water are shown to be pre-
dominantly electrostatic. Satisfying this hydrogen bond
pairing is of particular importance to membrane proteins.
The cost of burying an unpaired hydrogen bond into a
hydrophobic region is thought to be extremely unfavorable,
1.5 kcal per hydrogen bond,2 though this can vary with
respect to the position within the bilayer. We see significant
water hydrogen bonding for the first four and last four
residues of each helix, even when penetration into the
hydrocarbon region is required to do so. In the case of the
glycophorin dimer, we find that interactions with interfacial
water can easily dominate over other relevant terms.

These results also point out the need to recognize some
assumptions in using the GpA transmembrane domain as a
model system for understanding membrane protein as-
semblies in both the experimental and simulation literature.
By studying only the transmembrane domain the protein is
truncated at the bilayer interface, whereas the full membrane
protein would extend into the aqueous environment on both
sides of the bilayer. The artificial truncation of the protein
results in free terminal groups with unpaired backbone
hydrogen bonds and may increase interactions with water
and the membrane interface. However the interfacial region
is indeed very broad, and the extended (untruncated) protein
would actually have an increased surface area exposed to
the polar region of the membrane. In fact, charged residues
are often found near the N- and C-termini of membrane
spanning helix domains where they are thought to mediate
hairpin turns.71 The presence of charged residues such as
Lys or Arg as well as aromatics such as Trp or Tyr would
significantly influence a proteins interactions with the
membrane environment in general and the polar headgroups
more specifically. The GpA protein sequence studied lacks
these types of residues and represents interactions with purely
apolar side chain groups. However, the value of the GpA
transmembrane domain as a model system has been shown
through many insights gained from numerous experimental
and simulation studies. Finally helices that naturally end in
the membrane region may take advantage of water in the
capping of terminal hydrogen bonds.

In discussing interfacial interactions, one recognizes that
water in the membrane interface has very different behavior
from bulk water. As shown in Figure 3, interaction with lipid
headgroups induces water ordering, measurable by solid-
state NMR52,53 and Raman spectroscopy.72 Relative to the
local membrane surface, water order profiles alternate

between oxygens mainly pointing out toward the aqueous
phase and a reversal with water oxygens pointing in toward
the bilayer center. On a larger scale, that allows for
membrane shape fluctuation, such profiles are smoothed out,
as detected by2H NMR.50,73,74Experimentally, water is found
to be strongly perturbed at distances of about 5 Å from the
bilayer surface, corresponding to 10-15 waters per lipid
headgroup.73,74 A similar number is obtained in our simula-
tion from the order profiles. This water fraction is also seen
in Figure 1; it corresponds to that part of the water density
profile that drops below the plateau value. When lipid
headgroups are displaced by GpA, this water hydrates peptide
termini.75

Analogies between water ordering next to lipid membranes
and at interfaces with nonpolar liquids, air, and even solid
surfaces can be drawn from literature to lend some under-
standing to interfacial water properties.76,77 Ordering is
generated, or at least enhanced, by the fact that interfacial
waters cannot satisfy all hydrogen bonding sites, as it does
in isotropic bulk. On average, waters at interfaces have one
unsatisfied hydrogen bond per molecule.54,76 Compensation
through stronger hydrogen bonding networks at the interfaces
can occur, including bonding with other solute molecules
present at the interface. With anR-helix presenting unpaired
partners, water-backbone hydrogen bonding is energetically
favored by both the solute (peptide) and the solvent (water).

In summary, an important role of the membrane interface
in the folding of membrane proteins2 is suggested by our
simulations. Consistent with the two stage model, the
polypeptide is thought to first fold into anR-helix while
inserting into the membrane. Second, intermonomer associa-
tion occurs onceR-helical domains are stabilized by the
hydrocarbon environment. Dimer formation appears to be
driven by strong, specific residue-residue interactions
(Figure 8). Furthermore, favorable packing interactions occur
between the apolar side chains and the lipid chain.2 The role
of the lipid-water interface, however, in stabilizing or
modulating membrane protein structure is not as well
understood in this scheme. With regard to the dimer crossing-
angle, it is striking that the native GpA dimer is parallel rather
than antiparallel, as this arrangement breaks the symmetry
about the center of the lipid bilayer. In particular, as we show
in Figure 3, interfacial water is differentially perturbed at
the C- and N-termini, hence the bilayer sides are qualitatively
different. Why is the parallel configuration preferred in the
bilayer setting? When the constraints imposed by the lipid
bilayer are removed, the dimer crossing-angle may increase
if not flip (Figure 5). The constrained backbone simulations
in water suggest that strong and specific packing interactions
dictate the crossing angle between helices. Furthermore,
perhaps this asymmetry aspect should be viewed in its full
three-dimensional setting. Viewed in the membrane plane,
the GpA dimer has a antiparallel orientation, suggesting that
the alteration of a lipid headgroup arrangement in the
membrane plane may be worth addressing.
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Abstract: The efficiency of Markov-Chain Monte Carlo simulations can be enhanced by

exploiting information about trial moves that would normally be rejected. The original presentation

of this approach was limited to a specific MC sampling scheme. Here we present a general

derivation of a method to improve the sampling efficiency of Monte Carlo simulations by collecting

information about the microstates that can be linked directly to the sampled point via an

independent Markov transition matrix. As an illustration, we show that our approach greatly

enhances the efficiency of a scheme to compute the density of states of a square-well fluid.

Markov-Chain Monte Carlo (MCMC) methods have been
used extensively for numerical evaluation of thermodynamic
properties of molecular systems.1-10 The core of any MCMC
program is an algorithm that generates a Markov chain of
configurations. By a judicious choice of the transition
probability from one point in the chain to the next, the overall
probability of visiting each microstate can be made propor-
tional to its statistical weightF (e.g. the Boltzmann weight,
in the case of thermal systems).

MCMC algorithms traditionally construct a Markov-Chain
using two steps:2 a. Starting from the current (old) state (o)
a trial move is attempted to a new state (n) according to a
trial probability R (for example, displacement, rotation or
regrowth of a particle4). b. The trial state is then accepted
or rejected according to an acceptance rule that ensures
detailed balance (or, at least, the less strict balance3) between
sampled microstates.

Here, and in what follows, we use the term “balance” to
describe algorithms that leave the equilibrium distribution
invariant. That is when we apply one Monte Carlo step to
an equilibrium distribution of initial states, the average flux

into any given statei is exactly balanced by the total flux
out of that state. As a consequence, the probability density
is not changed by such the Monte Carlo algorithm. The
stronger “detailed balance” condition states that, for any pair
of statesi andj in an equilibrium ensemble, the average flux
from i to j is equal and opposite to the flux fromj to i.
Clearly, the latter condition can only be satisfied if the
algorithm satisfies microscopic reversibility: i.e., ifj can be
reached fromi, then there is a finite probability to carry out
the reverse move fromj to i.

In eq 1πij is the ij th element of the Markovian transition
matrix. For i * j, πij is given by the product of two terms:
the probability of attempting a trial move from statei to state
j and the probability of acceptingj as the new state. The
transition matrix is a stochastic matrix therefore its elements
must obey eq 2.

In a Monte Carlo simulation, thermodynamic properties
are evaluated as the expectation values of the corresponding
instantaneous properties. When a trial move is not accepted,
the instantaneous property of the old state has to be recounted
in the calculated average, and no information about the
rejected state is included in the computation of averages.
Let us now consider MC algorithms that satisfy detailed
balance. The condition of detailed balance is satisfied
whenever eq 3 holds for any pair of old states (o) and new
states (n).

Equations 1-3 do not uniquely definePacc(on): there is
therefore a relative freedom in the choice of the functional
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form. The most popular choice is the Metropolis rule.5 An
alternative (and usually less efficient) choice is the “sym-
metric” rule proposed by Barker.6

In special cases it is possible to choose the trial probability
Rij in such a way that all trial moves are accepted.7-10

Usually, however,Pacc(on) e 1, and there is a probability 1
- Pacc(on) that the trial move will be rejected. In that case
the new state is rejected, and all information about it is
discarded. Recently, one of us11 showed that information
about the rejected states can be included in the calculation
of equilibrium properties. However, the method discussed
in ref 11 was restricted to one specific Monte Carlo scheme.6

Below we present a more general derivation that allows the
evaluation of equilibrium properties by combining impor-
tance sampling and local sampling of microstates using any
combination of valid MCMC schemes. To make this explicit,
we consider two sets of transition probabilities (that may or
may not be the same): the first describes a conventional
sampling of microstates while the second describes the local
sampling of a group of microstates that are connected to the
individual microstates of the first Markov chain. We use the
term“MarkoVian web” to denote the set of microstates thus
connected.

We assume that the Markov chain that connects the states
of the Markovian web satisfies detailed balance. Then eq 3
applies for any given pair of connected microstates{o,n}.
From eqs 2 and 3 the balance condition may be derived:2

Let us now consider the sampling of an equilibrium property
A of the system:

We now substituteFn from eq 4. By changing the order of
summation (integration in the continuum case) over all
microstates we get

where the last step required the use of eq 2. Equation 6 is
exact and is in principle sufficient to describe how the
expectation value of a property can be evaluated by com-
bining importance sampling and integration over the local
states of a Markovian web; i.e. for every state{m} sampled
via importance sampling an integration is performed over
all {n} states for whichπmn

web * 0. Equation 6 is quite
general, and it may be implemented in many ways. In the
present paper, we focus on an application to Monte Carlo

sampling of the equilibrium properties of a simple off-lattice
system. The transition matrix of the Markov chain that is
used to generate the Markovian web can be separated in two
terms as in the case of MCMC discussed above (eq 1). The
sum in eq 6 may be broken into two terms using eq (1):

Substituting (7) into (6) and using the fact that∑n*mRmn

) 1, a new expression for the average properties is derived:

The summation in eq 8 may be performed in many ways.
One possible approach is to express the sum as a weighted
average over the trial probabilityRij.

Equation 9 implies that the sum required for eq 6 can be
computed as a weighted average, where the weight is the
trial probabilityRij. In practice, this means that we perform
not only an importance sampling of the statesn with
corresponding weightsFm but also we generate a finite subset
of the trial statesn, with weightsRmn.

We stress that eq 6 is general, whereas eq 9 represents
one of the many possible implementations of the general
case.

An important aspect of the proposed method is that the
transition matrix of the Markovian web is completely
independent from the Markovian matrix that is used to
generate the importance sampling (the importance sampling
could even have been generated by a completely different
method, e.g. constant-temperature Molecular Dynamics). In
other words: the two transition matrices may differ in their
trial probability or in their acceptance probability (e.g. use
of Metropolis or the symmetric rule) or in both.

It is advantageous to consider situations where the number
of trial states is very large. Such a situation arises for instance
when the system under consideration can be decomposed
into noninteracting subsystems. An example is a system
consisting of particles with intermolecular interactions that
can be truncated beyond a finite cutoff distancerc. If we
divide the system into cells with diameterd g rc, then
nonadjacent cells will not interact. This means that the
probability of acceptance of a trial move in one such cell
does not depend on the possible outcome of a trial move
inside all other nonadjacent cells. This makes it possible to
construct “parallel” trial moves that attempt to move particles
in a set ofN noninteracting cells. In normal MCMC, the
result of such a parallel move is that the system ends up in
one specific final state (out of the 2N possible states). With
the present algorithm we can do much better. By generating
M trial states in each of the subsystems we can evaluate the
term ∑Anπmn

web by summing all (M + 1)N possible combina-
tions of trial states for the subsystems. The number of trial
microstates can be very large. Hence, special care should
be taken to compute averages over trial states efficiently.
Since the subsystems are independent, one can calculate the

∑
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probability of finding the total system in a specific macrostate
(e.g. the collection of microstates with the same potential
energy) as the convolution of the probabilities of the
subsystems. It should be noted that the use of the convolution
or even the independence between the subsystems is not a
necessary requirement, but it is expected to be crucial in the
case of a large number of possible trial states.

In some cases, the efficiency of the scheme may be
enhanced by iterating the steps that led to the derivation of
eq 6. In that case, we construct a Markov web inside a
Markov web:

In our simulations, we use such a nested Markov web
because we combine a set of parallel single-particle trial
displacements with a set of parallel tempering moves where
we attempt to swap (again in a parallel move) systems with
different temperatures.12

To illustrate the power of the proposed approach, we have
applied the above algorithm to the calculation of the energy
histogram of a square well (SW) system. Although the SW

potential is one of the simplest intermolecular potentials, the
model exhibits glassy behavior for systems with short ranged
interactions at low temperatures. This makes Monte Carlo
sampling extremely difficult. Recently13 we proposed an
algorithm that was designed to overcome these sampling
problems, allowing us to sample configuration space much
more efficiently than using traditional methods. The method
is an extension of the approach used in ref 14 and is based
on the inclusion-exclusion theorem. It explicitly computes
the accessible volumes in which a test particle would
experience the square-well attraction of zero, one, two, etc.
other particles. The technical details of this method are
described in ref 13. What matters for the present discussion
is that this algorithm, rather than considering a single trial
displacement of a particle, computes the Boltzmann weights
of a large number of trial positions. In a conventional
algorithm, all trial states but one would be discarded. Here,
we consider this algorithm precisely because it generates
many trial states for a single particle move. In addition, as
the square-well interactions that we consider are short ranged,
we can performN independent trial moves in parallel.

In Figure 1 we present a comparison between the
traditional averaging, and the proposed methodology for the
calculation of the energy histogram, and its numerical
derivatives with respect to the energy, in a SW fluid with a

Figure 1. Main figure: Comparison of P(U), the probability density of the potential energy, for a system of 2048 SW particles
at F* ) 0.542 as obtained from conventional Monte Carlo sampling of serial moves (SM) using eq 5 and from parallel displacement
moves of 256 particles, using eq 6 (PM). Insets: a) The first derivative of the probability density with respect to the potential
energy. b) The second derivative of the probability density with respect to the potential energy. Same color coding.
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short-ranged attraction with a well width ofλσ ) 1.025σ.
Single-particle trial displacements were performed in a
volume of (0.40σ)3. The system contains 2048 SW particles
at reduced densityF* ) 0.542. The algorithm of ref 13 is
used for the single-particle displacements. In our parallel
calculations reported in Figure 1 we used 256 parallel
displacements. Figure 1 shows that the use of the parallel
algorithm enables us to achieve better statistics compared
to the conventional algorithm, since it enables us to collect
information forVm points for every important sampled point,
where V is the test volume in which we attempt the
displacement andm is the number of parallel moves
attempted. This is evident from the insets of Figure 1 where
the numerical derivatives of the energy histogram are
evaluated. These derivatives are related to thermodynamic
derivatives, and the error in their evaluation is dramatically
reduced by the parallel averaging scheme.

Figure 2 shows the excess density of statesΩex(U) for a
system of 2048 SW particles withλ ) 1.025, at reduced
density F* ) 0.542. The excess density of states was
computed fromP(U), the histogram of the potential energy
of the system, using

For the sake of comparison, the orange curvea shows the
results of a single run atT* ) 1.0, using conventional
averaging (eq 5). In addition, we used the multiple-histogram
method to obtainΩex(U) over a wider energy range (curve

c). This curve was obtained by combining the histograms
obtained in 5 simulations at reduced temperaturesT* )
{0.8,0.9,1,1.1,1.2}. The remaining curves were obtained at
T* ) 1.0, using different versions of the Markovian-web
algorithm: Curveb (yellow) was obtained using eq 6. Curves
b (indigo) andd (black) are also based on eq 6, but in this
case the trial moves consisted of 64 (b) and 256 (d) parallel
trial displacements. The curvese andf were obtained using
a “nested” web (eq 10). To obtain these curves, we combined
the parallel displacement moves with parallel tempering trial
moves in which we attempted all possible swaps of the
temperatures of five simulations at reduced temperaturesT*
) {0.8,0.9,1,1.1,1.2}.12 Curvee corresponds to 64 parallel
particle displacement and curvef to 256. In the figure, we
have only included the sampling due to trial moves that
originate from the system atT* ) 1.0. The figure shows
that the present algorithm greatly improves the sampling of
the low- and high-energy wings of the density of states. But,
of course, at some point local sampling- no matter how
good - is inadequate, and the estimated density of states
starts to deviate from the more accurate curve obtained (at
a higher cost) from a multiple-histogram calculation.

In this paper we argued that by using the basic properties
of Markov chains it is possible to construct a sampling
scheme where for each point of the phase space sampled
via a given Markov-Chain or other equivalent means of
importance sampling (e.g. Molecular Dynamics for the case
of molecular systems), a subsampling is performed of the

Figure 2. The logarithm of the excess density of states Ωex(U*) for 2048 SW particles at F* ) 0.542 as obtained from a single
run at T* ) 1: (a) (orange) averaging using eq 5, (b) (indigo) from parallel integration over 64 particle displacements using eq
6; (c) (blue) from multiple histogram reweighting of 5 systems with neighboring temperatures (see text); (d) from parallel integration
over 256 particle displacements using eq 6. Curves (e) (brown) and (f) (red) were obtained by combining the parallel particle
trial displacements with a set of parallel tempering moves between all 5 systems using eq 10: (e) and (f) correspond to 64 and
256 parallel particle displacements, respectively. The potential energy is expressed in units of the depth of the square well.

ln[Ωex(U)] ) ln[P(U)e+âU] + C (11)
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points connected to the sampled point via an independent
Markov web. By Markov web we mean the set of all
points in the configuration space that are linked to the
instantaneous configuration of the system via an independent
Markovian transition matrix. By making use of the condi-
tion of detailed balance (or balance) of the transition matrix,
we can sample these points according to their Boltzmann
weight, even though the generation of the trial states is
correlated to the old state. Using this approach, the sampling
efficiency of the Monte Carlo simulation can be greatly
enhanced.

If the intermolecular interactions are short ranged, it is
straightforward to generate 2n trial states by constructing
parallel trial moves ofn noninteracting particles. However,
the potential advantage of the method is not limited to
systems with short-ranged interactions. What is essential is
the existence of a large number of potential final states. For
instance, Liu and Luijten10 have developed a rejection-free
cluster algorithm that works for systems with long-ranged
interactions. In the conventional version of this algorithm,
only one particular cluster state would be sampled. We expect
that the present algorithm should make it possible to sample
all possible cluster states. However, we have not yet
attempted to do so.

We stress that the present algorithm improves the local
sampling of configuration space, but not the rate at which
the systems moves through configuration space. In case that
diffusion in configuration space is slow (e.g. in glassy
systems), the present algorithm must be combined with
existing schemes, such as parallel tempering, that help the
system escape from local minima in configuration space.
Interestingly, the parallel-tempering algorithm itself can also
be viewed as a scheme that generates many trial states yet
accepts only one.

The present algorithm differs fundamentally from existing
schemes that use information about virtual moves to construct
information about the density of macrostates. Starting with
the Widom particle-insertion scheme to compute chemical
potentials (see e.g. ref 2), many schemes have been devel-
oped that employ virtual moves to construct a density of
macrostates(see e.g. refs 15-17). However, in the present
scheme, we use virtual moves to collect information about
the properties of individualmicrostates. In the example that
we showed, we used the present scheme to compute a density
of macrostates, and, for this specific application, existing
schemes might also be used. However, the difference is that
the present method allows us to compute many distributions
of macrostates at the same time, because the sampling
considers microstates. Furthermore the proposed scheme can
be used to evaluate directly the ensemble average of any
desired property, whereas most of the older methods are
restricted to thermodynamic properties related to the density
of macrostates.
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Abstract: Compared with their isoelectronic system ethane, both hydrogen peroxide and

hydrazine exhibit a double well torsional energy curve where skew conformers are favored over

trans conformers and cis conformers are energy-maximum states. Clearly, the involvement of

the lone oxygen and nitrogen pairs, or more specifically, the enhanced stabilizing nfσ* negative

hyperconjugation effect and destabilizing repulsion among lone pairs, complicates the confor-

mational analysis. In this work, the modern ab initio valence bond (VB) method is employed to

quantitatively investigate the torsional energy curves of hydrogen peroxide and hydrazine in

terms of hyperconjugative stabilization, steric repulsion, and structural and electronic relaxations.

It is found that if the hyperconjugation effect is completely quenched, the trans conformers will

be favored, while the cis conformers are the only transition state pertaining to the torsional

motion in the potential energy surfaces of H2O2 and N2H4. Although usually the steric effect

includes the contributions from the electronic and geometric changes, our energy decomposition

analysis shows that even the steric effect favors the skew conformers, while the electronic and

geometric changes stabilize the trans conformers. Thus, we conclude that both the hypercon-

jugative and steric interactions lower the energy of skew conformers and eventually form low

barriers from skew to trans conformers and high barriers from skew to cis conformers in both

H2O2 and N2H4. Comparison between the VB and the natural bond orbital (NBO) results show

similarities and discrepancies between the two methods.

Introduction
Internal rotations about single bonds, which play an important
role in conformational analyses, have been well explored
experimentally and theoretically, and the barriers are often
elucidated in terms of electronic and steric effects.1 Although
a stringent separation of these two often competing effects
is generally difficult, physical intuitions led to the repulsion
model which states that, in most if not all cases, the repulsive
Pauli exchange interactions dominate the rotation barriers.2,3

Theoretically, however, the role of hyperconjugative interac-
tion in internal rotations has been well recognized.4,5 For
instance, Mulliken even presented theoretical details to
analyze the hyperconjugation in ethane soon after the barrier
was experimentally determined (a historical review on ethane
rotation barrier can be found in ref 6), but he also cautioned
that the hyperconjugation in ethane is only of second order
and “should have little or no direct effect in restricting free
rotation”.4 The magnitude of hyperconjugation between two
saturated groups was unknown until a few recent works
particularly in the ethane case based on the natural bond
orbital (NBO) method.7-10 These works showed that it is
the attractiveσCHfσCH* hyperconjugative interactions be-
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† Xiamen University.
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tween two methyl groups that stabilizes the staggered
conformer. This hyperconjugation model even shows that
the Pauli exchange energy actually stabilizes the eclipsed
conformer of ethane relative to the staggered conformer.10

In other words, the eclipsed structure would be preferred if
hyperconjugative interactions were quenched. In contrast to
the hyperconjugation model, most recently, two groups using
very different methods consistently demonstrated that the
steric hindrance dominates the ethane rotation barrier,
although the hyperconjugative interaction does favor the
staggered conformer.11,12 However, we note that this con-
troversy is not ended yet.13 Arguably, this repulsion explana-
tion for the ethane rotation barrier was supported by a recent
finely designed experiment.14

Considering that the lone pair and antibond orbital (nfσ*)
type of hyperconjugation should be more pronounced than
theσfσ* type due to the generally higher energy level for
lone pairs thanσ bond electrons, we plan to use the modern
ab initio valence bond (VB) method to probe the rotational
barriers in hydrogen peroxide and hydrazine and examine
the impact of the nfσ* negative hyperconjugation effect
(or anomeric effect in the skew structures15) on the molecular
energetics. The existence of nfσ* negative hyperconjugation
as well as its influence on molecular structure and chemical
reactivity have been well recognized both experimentally16

and computationally.17 Similarly, numerous computational
studies have been conducted on hydrogen peroxide18-21 and
hydrazine.20-22 Both computations and experiments23,24show
that skew structuresI (see Chart 1 where bold red lines
represent lone pairs) in both systems are energy-minimum
states with low barriers to trans (staggered) structuresII but
considerable barriers to cis (eclipsed) structuresIII . Notably,
Smits and Altona used nonorthogonal and strictly localized
molecular orbitals (MOs) and a single Slater determinant to
study internal rotations for a few simple systems including
H2O2 and N2H4.25 Our goal in this paper is to employ the
modern ab initio VB method to investigate the electronic
and steric effects in these conformers and elucidate the
driving forces for their torsional energy curves.

Computational Methods
To delineate the electronic and steric effects, it is essential
to remove the delocalization tails from molecular orbitals
and derive the localized bond orbitals since the electronic
effect, or more specifically the hyperconjugation effect
involved in the rotation about a single bond, results from
the interaction between occupied bond orbitals (e.g.,σCH in
ethane) in one end and antibond orbitals (e.g.,σCH*) in the

other end of the single bond, which subsequently stabilizes
the systems. The hyperconjugation energy is generally
defined as the energy change owing to the mixture among
the bond and antibond orbitals which leads to the delocalized
orbitals.26 However, in the MO theoretical calculations only
delocalized orbitals can be obtained self-consistently. As-
sumptions have to be adopted to derive localized bond
orbitals. If the latter are not optimal, the hyperconjugation
energy might be significantly overestimated, and conse-
quently the electronic effect will be biased against the steric
effect in the analysis of the origin of conformational
differences.11,12 By using VB theory to construct both the
localized (Lewis structure) and delocalized wave functions
independently and self-consistently and compute the hyper-
conjugative stabilization explicitly in both the staggered and
eclipsed structures of ethane and its congeners, we found
that the steric strain dominates both rigid and fully relaxed
rotations in all the group IVB ethane congeners, although
the hyperconjugation effect does favor the staggered struc-
tures.12,27

Compared with the MO theory which interprets the
electronic effect in terms of molecular orbital interactions,
the VB theory is established on resonance structures, and
thus a molecule is described by a set of resonance struc-
tures.2,28 The electronic effect within the VB theory is
measured by the magnitude of the contributions of certain
ionic resonance structures to the most stable resonance
structure (or Lewis structure as in the NBO method). Each
resonance structure can be represented by a Heilter-London-
Slater-Pauling (HLSP) function, which can be expanded into
a linear combination of 2m Slater determinants (m is the
number of covalent bonds in the target system) or by its
equivalent spin-free form such as the bonded tableau are
used in our approach,29 or in a preferable form with bond
orbitals as (hereby we assume the total spin quantum number
S ) 0)

where Â is the antisymmetrizer,Nk is the normalization
constant, andφi,j is simply a bond function corresponding
to the bond between orbitalsæi andæj

where the spins of electrons (R and â) are explicitly
considered and bothæi and æj are expanded in the basis
functions on the two bonding atoms and called bond-distorted
orbitals (BDOs).30 Eq 2 shows that a bond orbital is not only
a singlet spin eigenfunction but also comprised of two Slater
determinants. The wave function for the molecule is ex-
pressed as a linear combination of all VB functions

Despite the fact that VB concepts are much more familiar
to chemists and the VB theory was proposed earlier than
the MO theory, currently the ab initio VB method lags far
behind the MO methods due to the extremely high compu-
tational demand in the evaluation of overlap and the

Chart 1

Φk ) NkÂ(φ1,2φ3,4‚‚‚φ2m-1,2m) (1)

φi,j ) Â{æiæj[R(i)â(j) - â(i)R(j)]} (2)

Ψ ) ∑
K

CKΦK (3)
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Hamiltonian matrix elements among the VB functions. In
comparison, the orthogonality restraint among MOs makes
the MO-based methods extremely efficient. However, it
should be emphasized that the MO and VB theories are
supplementary and consistent rather than conflicting and
competing.31 During the past decade, modern ab initio VB
methods have been developed with a few practical codes
available.32-35 Applications have distinctively demonstrated
the importance of the VB approaches in gaining new insights
into molecular structures, properties, and reactivity, which
provide an understanding of the results obtained from the
MO computations from a different perspective. In the quest
for efficient algorithms in the ab initio VB computations,
we introduced a new function called paired-permanent-
determinant (PPD), which is an algebrant.34 The introduction
of PPD simplifies the CPU and memory requirements and
an algorithm of 2× (N-2) expansion is used in the present
version of our code, XMVB.35,36

For hydrogen peroxide and hydrazine, initially we define
the VB wave functions for their respective covalent reso-
nance (or Lewis) structures as

where K and n refer to the core orbitals and lone pairs,
respectively, and each bond orbitalσij is a BDO localized
on the two bonding atomsi and j only.30 Obviously, a lone
pair orbital is solely localized on one O or N atom. In
principle, wave functions for ionic resonance structures can
be written out similarly, and the simultaneous optimization
of the orbitals and configuration coefficients results in the
overall wave functionΨ as shown in eq 3. However, the
most significant feature of modern ab initio VB methods is
the flexibility of the one-electron orbitals that are allowed
to expand and optimize either in the full space of basis
functions of the system or in its subspaces.30,33 The use of
delocalized overlap-enhanced orbitals (OEOs),37 which are
expanded in the whole molecular space much like regular
MOs, provides the key to the construction of VB functions
of considerable accuracy and compactness. Since normally
neutral resonance structures are much more stable than ionic
resonance structures, using OEOs and only neutral covalent
structures can recover the electron correlations overwhelm-
ingly. E.g., for benzene Cooper et al. have demonstrated that
over 93% of electron correlation can be recovered by
adopting two Ke´kule and three Dewar structures.38 For the
current cases of hydrogen peroxide and hydrazine, ionic
structures are clearly unfavorable, and high energy gaps
between the stable covalent structure and the unstable ionic
structures are anticipated sinceσ bonds usually cost much
more energy to break thanπ bonds. Thus, we skip the ionic
structures by using delocalized OEOs and define the wave
function for H2O2 and N2H4 as

where the orbitalσ′ij containsæ′i and æ′j like eq 2, but the
latter are expanded in the whole basis space of the molecule,
rather than the subspace of two bonding atoms asæi andæj

in ΦL. Similarly, {n′} are delocalized over the whole
molecule too. Once the localized and delocalized wave
functions are defined as in eqs 4 and 5, the hyperconjugative
stabilization energyEhc can be estimated as the energy
difference between them

whereĤ is the Hamiltonian operator. It should be pointed
out that bothΨ andΦL can be expanded into 22 ) 4 Slater
determinants for hydrogen peroxide and 24 ) 16 Slater
determinants for hydrazine, and in our code all orbitals in
eqs 4 and 5 are optimized self-consistently.

To fully examine the hyperconjugative interactions in
hydrogen peroxide and hydrazine along the rotational
trajectories, geometries are fully optimized at each torsional
angle at the MP2/6-311G(d,p) (6D) level, followed by the
VB calculations with the same basis set. MP2 geometry
optimizations as well as the primitive integrals that are
required for VB calculations were carried out using Gauss-
ian98,39 while VB calculations were performed with our
XMVB program.35

Results and Discussion
Torsional Potential Energy Surfaces (PESs).Figures 1 and
2 plot the energy profiles (black and brown curves) arising
from internal rotations about the central O-O bond in H2O2

and the N-N bond in N2H4, respectively. Relative energies
of the energy minimum and maximum conformers from the
MP2 and VB calculations are compiled and compared with
the experimental data in Table 1. Both systems have similar
PESs and two energetically favored rotational positions, thus
the internal rotations are hindered. In both molecules, skew
conformers are the energy-minimum states and even more
stable than the trans conformers which may have the least
steric repulsion between the two OH or NH2 moieties from
the perspective of the simple repulsion model. However, the
barriers from skew to trans conformers are slightly under-

Figure 1. Comparison of energy profiles for the hydrogen
peroxide rotation where the hyperconjugation effect is
considered (black and brown lines) or screened out (blue
line).

Ehc ) E(Ψ) - E(ΦL) ) 〈Ψ|Ĥ|Ψ〉 - 〈ΦL|Ĥ|ΦL〉 (6)

ΦL(H2O2) ) N1Â(KO1
KO2

σO1H1
σO2H2

n1O1
n2O1

n1O2
n2O2

) (4a)

ΦL(N2H4) ) N1Â(KN1
KN2

σN1H1
σN1H2

σN2H3
σN2H4

nN1
nN2

) (4b)

Ψ(H2O2) ) N′Â(KO1
KO2

σO1H1
′σO2H2

′n1O1
′n2O1

′n1O2
′n2O2

′) (5a)

Ψ(N2H4) ) N′Â(KN1
KN2

σN1H1
′σN1H2

′σN2H3
′σN2H4

′nN1
′nN2

′) (5b)
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estimated at both the MP2/6-311G(d,p) and VB/6-311G(d,p)
levels compared with high-level computations as well as
experimental data. E.g., Chung-Phillips and Jebber obtained
1.20 and 3.27 kcal/mol at the MP2/6-311+G(3df,2p) level
for H2O2 and N2H4,21 while Halpern and Glendening derived
a value of 1.04 kcal/mol for H2O2 at the CCSD(T)/CBS
level.19 The far-IR spectrum yields a trans barrier of 1.10
kcal/mol for H2O2

40 and 3.14 kcal/mol for N2H4
24. These

results are in contrast to their isoelectronic system ethane,
which favors the trans conformer as the energy-minimum
state, and no stable skew conformer is found. Obviously,
the discrepancy comes from the involvement of lone pairs
in H2O2 and N2H4, whose exact role will be investigated in
the next sections.

Compared with ethane, both H2O2 and N2H4 have a much
higher rotational barrier from the energy-minimum state to
the cis conformer, and our data are 8.41 and 8.60 kcal/mol
which are comparable to 7.79 and 8.96 kcal/mol at the
MP2/6-311+G(3df,2p) level for H2O2 and N2H4.21 The
CCSD(T)/CBS level leads to a barrier of 7.13 kcal/mol for
H2O2

19 in agreement with the experimental value of 7.33
kcal/mol.40

Depicted also in Figures 1 and 2 are the torsional energy
profiles (blue curves) of the Lewis structures (eq 4) where
the hyperconjugative interactions are quenched. Thus, the
energy profiles ofΦL mostly correspond to effects due to
the Pauli exchange and electrostatic repulsion interactions
or steric effects. The structural effect which mainly concerns
the change of the central bond lengths may also be involved

in the energy curves of Lewis structures and will be
elaborately explored in the following. Much similar to ethane,
our results demonstrate that when hyperconjugative interac-
tions in H2O2 and N2H4 are excluded, the trans conformers
are favored over the cis conformers by 9.62 and 8.62
kcal/mol, while the minimums at the skew conformers
disappear in the potential energy surfaces pertaining to
torsional motions. These findings once again confirmed that
it is the lone pairs that complicate the overall torsional
potential energy surfaces of H2O2 and N2H4.

Hyperconjugative Interaction. Since our focus in this
work is the relative contributions of the hyperconjugation
and steric effects to the torsional energy profiles, we
performed ab initio VB calculations with the 6-311G(d,p)
basis set where the one-electron orbitals are either delocalized
OEOs (eq 5) or bond-localized BDOs (eq 4), and the
hyperconjugation energy is derived with eq 6. For compari-
son hyperconjugation energies are also computed with the
NBO method at the HF level. Figures 3 and 4 showed the
variation of the VB and NBO hyperconjugation energies with
respect to the torsional angle. The NBO delocalization
energies are computed based on the deletion of off-diagonal
elements between X-H bond orbitals and lone pair(s) on X

Figure 2. Comparison of energy profiles for the hydrazine
rotation where the hyperconjugation effect is considered (black
and brown lines) or screened out (blue line).

Table 1. Comparison of Relative Energies (Rotational
Barriers) with the MP2 and VB Methods and 6-311G(d,p)
Basis Set (kcal/mol)

molecule æ (°) conformer ∆Erot(MP2) ∆Erot(VB) ∆Erot(expt)

H2O2 120.1 skew (C2) 0.0 0.0 0.0
180.0 trans (C2h) 0.82 0.54 1.11a

0.0 cis (C2v) 8.95 8.42 7.33a

N2H4 89.1 skew (C2) 0.0 0.0 0.0
180.0 trans (C2) 2.21 1.46 3.14b

0.0 cis (C2v) 9.48 8.61
a Reference 40. b Reference 24.

Figure 3. Comparison of the hyperconjugation effect during
the hydrogen peroxide (H2O2) rotation estimated by the NBO
method (black line) and VB method (blue line).

Figure 4. Comparison of the hyperconjugation effect during
the hydrazine (N2H4) rotation estimated by the NBO method
(black line) and VB method (blue line).
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(X ) O, N) in one moiety and X-H antibond orbitals in
the other moiety. A total of 6 elements for H2O2 and 12
elements for N2H4 are deleted. Table 2 listed the VB total
energies and the subsequent VB hyperconjugation energies
as well as the NBO hyperconjugation energies for the skew,
trans, and cis conformers.

The comparison of the VB and NBO hyperconjugation
energies reveals some interesting similarities and differences
between the two methods. Both methods result in similar
fluctuation patterns of the hyperconjugation energies with
respect to the torsional angle, e.g., at the torsional angle
around 80°, the hyperconjugative interactions reach the
maximum, although the VB calculations result in a very flat
plateau in the range ofæ ) 0°-80° (and 280°-360°) for
H2O2, while the NBO method leads to a decreasing of the
hyperconjugative interaction with the reduction of the
torsional angel from 80°, and the cis conformer of H2O2 has
the weakest hyperconjugation effect. Nevertheless, both VB
and NBO agree that the trans conformers of H2O2 and N2H4

have weaker hyperconjugative interaction than the skew
conformers, strongly indicating that the preference of the
skew conformer over the trans conformers is at least partially
contributed by the favorable hyperconjugative stabilization
in the formers. Although the VB and NBO hyperconjugation
energies have a comparable fluctuation magnitude (around
2 kcal/mol), a huge discrepancy is observed in their absolute
values (Figure 3). In the VB calculations, part of the
hyperconjugation energies actually should be ascribed to the
geminal bond-antibond interactions between OH or NH2

groups and the O-O or N-N bond and antibond, which
has been discussed in the previous works12,27and first pointed
out by Reed and Weinhold.9 These geminal interactions are
essentially invariable with respect to internal rotation due to
symmetry, and thus only the difference among various
conformers is the focal point in our current investigation of
the nature of rotational barriers. However, a similar com-
putational strategy showed that the VB and NBO hypercon-
jugation energies are of the same magnitude in N2H4,
although the NBO data now fluctuate significantly compared
with the VB data. Comparably, in the isoelectronic system
C2H6, the NBO hyperconjugation energies in the staggered
and eclipsed structures are-24.88 and-18.36 kcal/mol,
whereas the VB data are-13.1 and-12.1 kcal/mol. Based
on the VB calculations, we found that the overall hypercon-
jugation effect between two groups connected by the central
single bond increases in the order of C2H6 < H2O2 < N2H4.
This order may suggest that the nfσ* negative hypercon-

jugation effect is stronger than theσfσ* hyperconjugation
effect. For the same type nfσ* or σfσ* interactions,
however, the effect weakens with the increasing of the
electronegativity of the X atom in theσXH or σXH*.

Typically, for the sake of simplicity we assume that the
rotational barriers are composed of steric and hyperconju-
gative energy terms, and the steric energy is thus simply
taken as the difference between the overall rotational barriers
and hyperconjugative energies which are shown in Tables 1
and 2 and plotted in Figures 1-4. On the basis of this
approach, both the VB and NBO methods predict negligible
energy changes around the trans conformer of H2O2 (æ )
120°-240°), and the cis conformer would be the energy-
maximum state, if there were no hyperconjugation effect.
Disagreement between the VB and the NBO methods shows
up in the N2H4 case, where the VB method consistently
predicts an energy peak at the cis conformer as already
demonstrated by the energy curve of the Lewis structure in
Figure 2, but the NBO method favors the skew structure as
the energy-maximum state, while the cis conformer is a local
minimum in the steric energy profile.

Interestingly, it is clear that the hyperconjugation effect
is not solely dominated by single nfσ* negative hypercon-
jugative effect as otherwise the following conformers
would be preferred as one lone pair is in a perfect anti-
parallel position (æ ) 60°) with a X-H bond, as there is a
better overlap between the lone pair orbital andσXH* (X )
O or N).

Steric Hindrance and Structural Effect. Although in the
above we assumed that the rotational barrier comes from
the attractive electronic effect (hyperconjugation) and the
repulsion steric effect and the steric effect can be estimated
by subtracting the hyperconjugation energy from the overall
rotational barrier, it is desirable to evaluate the steric energy
independently. Moreover, some recent studies supporting the
attractive explanation for rotation heights around single bonds
also showed that the interpretation of the barrier is influenced
by the slight change of the central bond. In other words,
rigid rotations and relaxed rotations albeit that they have very
close barriers could have very different rotation mecha-
nisms.8,10,41Thus, it is illuminating to discern the electronic
and geometric relaxations, particularly in the central O-O
or N-N bond, in the process of rotations. In the simple
treatment, these effects are usually merged into the steric
effect. In the analysis on ethane and its congeners, we
proposed a solution to probe the energetic variation by
freezing the bond orbitals{φi,j} during the rotation when the
hyperconjugation effect is deactivated.12,27As a consequence,
the steric repulsion and electronic and geometric relaxations
can be individually enumerated as the molecule undergoes
changes from one conformer to others.

Here we adopted the above strategy to systematically
explore the hyperconjugation, steric, structural relaxation, and
electronic relaxation effects in the rotation. Taking the skew

Table 2. Hyperconjugation Energies (kcal/mol) in H2O2

and N2H4 with the ab Initio VB Method and NBO Method at
the MP2/6-311G(d,p) Optimal Geometries

molecule conformer E(Ψ) (au) E(ΦL) (au)
Ehc

(VB)
Ehc

(NBO)

H2O2 skew (C2) -150.90545 -150.87967 -16.18 -3.32
trans (C2h) -150.90459 -150.88000 -15.43 -3.13
cis (C2v) -150.89204 -150.86472 -17.14 -2.02

N2H4 skew (C2) -111.30849 -111.27550 -20.70 -22.57
trans (C2) -111.30617 -111.27807 -17.63 -14.47
cis (C2v) -111.29478 -111.26434 -19.10 -11.55
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conformers as references, we decompose the overall rota-
tional process into the following five successive steps as
shown in Figure 5: (1) At the optimal geometry of the skew
conformer of H2O2 or N2H4, deactivate the hyperconjugation
effect. The energy variation in this step is the reverse of the
hyperconjugation energy defined by eq 6 in the skew
conformer (-Ehc ) 16.18 for H2O2 or 20.70 kcal/mol for
N2H4 as listed in Table 2). (2) Freeze all orbitals and
structural parameters except the dihedral angleæ, rotate one
OH or NH2 group by a certain amount, and recompute the
total energy by fixing all bond orbitals without any SCF
calculations. In this step, a Jacobi 2× 2 matrix transforma-
tion is applied to thep andd orbitals of the rotated OH or
NH2 group. Energy changes (∆Es) in this step come from
the steric repulsion in the rigid rotation as no other factors
are involved except from the Pauli repulsion and electrostatic
interactions between the two adjacent groups. (3) Relax the
frozen orbitals in the above step. The reoptimization (relax-
ation) of the bond orbitals inherited from the skew conformer
will stabilize the rotated structure by∆Ee, and we define
this step as the electronic relaxation step. (4) Relax the
geometry to the optimal rotated structure at this torsional
angleæ. The geometric change is dominated by the variation
of the central bond and the accompanied energy reduction
(∆Eg) results from the structural effect. (5) Delocalize the
electrons between the two OH or NH2 groups which is the
hyperconjugation effect in the rotated structure and the
energy change isEhc(æ). After summing up all the above
five energy terms, the overall energy change by transforming
the structures of H2O2 and N2H4 from the skew conformer
to a rotated conformer with torsional angleæ is

Figures 6 and 7 show the changes of various energy terms
in eq 7 with respect to the torsional angleæ and values for
skew, trans, and cis conformers are collected in Table 3. On
the basis of the above energy decomposition, we found that
unlike the cases of ethane and its congeners,12,27 both
electronic and geometric relaxations make noticeable energy
changes in the rotation, although the overall energy curve is
solely dominated by the steric effect. However, since the

changes from skew to trans conformers require much less
energy than the skewfcis rotations, we found that actually
the steric effect does not favor the trans conformers. Rather,
it is the electronic and structural relaxations that stabilize
the trans conformers and make the trans conformers as the
energy-minimum states when the hyperconjugation effect is

Figure 5. A stepwise decomposition scheme to explore the geometric impact on the rotation barrier in hydrogen peroxide.

Figure 6. Decomposition of the rotational energy (∆Erot) in
terms of hyperconjugation effect (∆Ehc), steric repulsion (∆Es),
electronic relaxation (∆Ee), and geometric relaxation (∆Eg) for
hydrogen peroxide.

Figure 7. Decomposition of the rotational energy (∆Erot) in
terms of hyperconjugation effect (∆Ehc), steric repulsion (∆Es),
electronic relaxation (∆Ee), and geometric relaxation (∆Eg) for
hydrazine.

∆Erot ) -Ehc(skew)+ ∆Es + ∆Ee + ∆Eg + Ehc(æ)

) ∆Ehc + ∆Es + ∆Ee + ∆Eg (7)
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deactivated. This finding is echoed by the variation of the
sum of the squares of the overlap integrals among the lone
pairs in the VB wave function of Lewis structures which
can roughly measure the Pauli repulsion among the lone pairs
in H2O2 and N2H4 (see Figures 8 and 9).42 Interesting, Figures
8 and 9 have similar shapes to the torsional potential energy
curves, indicating the repulsion among the lone pairs
dominate the torsional energies. However, we must remem-
ber that when the rotational barriers are small, the electronic
and geometrical relaxation may be involved and make the
simple binary theory of hyperconjugation and steric repulsion
not work well.

Figures 6 and 7 also reveal that the structural changes
during the rotation have a much more significant impact on
the energetics of N2H4 than that of H2O2. This is inconsistent
with the much larger central bond lengthening in N2H4 than
in H2O2. For instance, the MP2/6-311G(d,p) optimizations
show that the N-N bond lengthens by 0.043 Å and 0.037

Å from the skew to the trans and cis conformers in N2H4,
compared with only 0.009 Å and 0.006 Å for the O-O bond
in H2O2.

Conclusion
Ab initio VB calculations and subsequent analyses indicate
that the preference of the skew conformers of hydrogen
peroxide and hydrazine over both the trans and cis conform-
ers comes from enhanced attractive hyperconjugative interac-
tions and reduced repulsive steric interactions between the
two bonding OH or NH2 groups. Although the quenching
of the hyperconjugation effect leads to the stabilization of
the trans conformers as energy minimum states and the
disappearance of the skew conformers in the torsional
potential energy surfaces, it is the remarkable electronic and
geometric relaxations rather than the steric hindrances that
contribute to this interesting feature. In contrast to H2O2 and
N2H4, ethane and its congeners show little electronic
relaxations and small geometric relaxations.23 Although
conventionally it is approximated that rotational barriers are
comprised of electronic and steric contributions, when the
barriers are small or there are noticeable structural changes,
it is pivotal to separate the structural relaxation contribution
from the steric repulsion and estimate all energy terms
individually. Our complete ab initio VB analyses demonstrate
that the steric energies in H2O2 and N2H4 follow the same
trends as the overall rotational barriers and show double well
curves. It is also evident that the steric strain is dominated
by the repulsion among the lone electron pairs on oxygen
atoms in H2O2 and nitrogen atoms in N2H4, as the overlap
integrals among the lone pair orbitals reveals the exact same
fluctuation patterns.
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Abstract: This paper uses the properties of atom X enclosed within an adamantane cage,

denoted by X@C10H16, as a vehicle to introduce the Ehrenfest force into the discussion of

bonding, the properties being determined by the physics of an open system. This is the force

acting on an atom in a molecule and determining the potential energy appearing in Slater’s

molecular virial theorem. The Ehrenfest force acting across the interatomic surface of a bonded

pair atomssatoms linked by a bond pathsis attractive, each atom being drawn toward the other,

and the associated surface virial that measures the contribution to the energy arising from the

formation of the surface is stabilizing. It is the Ehrenfest force that determines the adhesive

properties of surfaces. The endothermicity of formation for X ) He or Ne is not a result of

instabilities incurred in the interaction of X with the four methine carbons to which it is bonded,

interactions that are stabilizing both in terms of the changes in the atomic energies and in the

surface virials. The exothermicity for X ) Be2+, B3+, and Al3+ is a consequence of the transfer

of electron density from the hydrogen atoms to the carbon and X atoms, the exothermicity

increasing with charge transfer despite an increase in the contained volume of X.

Introduction
Hydrocarbon complexes containing cage-centered atoms,
termed endohedral atoms, have been synthesized and, as
recently reviewed by Moran et al., are of both experimental
and theoretical interest.1 The smallest hydrocarbon cage
complex so far synthesized was obtained by subjecting
dodecahedrane C20H20 to a molecular beam of high energy
He atoms.2 The resulting cage complex, referred to as
He@C20H20, is predicted to possess an energy 38 kcal/mol
in excess of the isolated reactants.3 Moran et al.,1 in their
theoretical study of endohedral hydrocarbon cage complexes,
found that adamantane, C10H16, was the smallest cage capable
of encapsulating a wide variety of endohedral atoms and ions,
including H, He, Li+, Be2+, Mg2+, and Ne. Of the X@C10H16

complexes, they found that only Be2+ gave an exothermic
inclusion energy equal to-235.5 kcal/mol, the endother-
micity of the other complexes ranging from 60 to 365 kcal/
mol for X ranging from Li+ to Ne.

The bonding in the cage complexes raises a number of
interesting questions: a) What factors contribute to the
stabilization of the complex? b) Do repulsive forces act
within the complex, particularly between X and the carbons
of the cage? c) In the endothermic complexes, is the excess
energy stored in the interactions between X and the cage or
among the atoms of the cage? These questions are answered
unequivocally by the quantum theory of atoms in molecules,
QTAIM, which describes an atom in a molecule using the
physics of an open system.4,5 This paper applies QTAIM to
the adamantane complexes containing the endohedral atoms
Be2+, Li+, He, Ne, and B3+.

Computational Details
The virial theorem plays an important role in the physics of
an open system, requiring that one employ wave functions
wherein the electronic coordinates are scaled in a self-
consistent manner. This is accomplished using a self-
consistent virial scaling (SCVS) procedure written by Keith,6

in conjunction with a Hartree-Fock (H-F) or extended H-F
procedure. The calculations by Moran et al.1 used B3LYP/
6-31G(d) hybrid HF/DFT level of theory to account for the
correlation necessary for the correct geometry predictions.
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The present approach uses MP2(FULL) calculations, using
GAUSSIAN987 which yield an equivalent description of the
correlation, in conjunction with the SCVS procedure and
employing the 6-311++G(2d,2p) basis set. The energy
changes for the complex formation in the two approaches
are comparable, the MP2/SCVS calculations yielding an
exothermicity of formation for Be2+@C10H16 15 kcal/mol
greater than the DFT result and an endothermicity of
formation for He@C10H16 greater by 4 kcal/mol. The MP2
C-C and C-H bond lengths in adamantine are on the
average 0.02 au shorter than the DFT values, using the
smaller basis set. A B3LYP calculation using the present
large basis set yields an endothermicity smaller by 2 kcal/
mol and a C-C bond length greater by 0.023 au. The
adamantane molecule and its complexes possessTd sym-
metry, and none of the complexes exhibit imaginary frequen-
cies.

The effect of the scaling of the electronic coordinates is
to lower the total energies in amounts ranging from 0.0028
au for adamantane to 0.0036 au for Ne@C10H16. Table 1
lists the MP(full)/SCVS total energies of the separated atoms,
of adamantane and of all of the complexes, together with
∆E, the energy of formation of the complexes with respect
to the separated adamantane and X. Also listed are the-V/T
ratios together with the differences between the sum of the
integrated energies and populations with the molecular
values. The energy difference caused by the deviation of the
calculated-V/T ratios from the exact value of 2 equals 0.7
kcal/mol for the energy of Ne in Ne@C10H16, and the errors
in the sums of the integrated energies and populations are
acceptably small.

Definition of Molecular Structure
The quantum boundary condition for the definition of a
proper open system is stated in terms of a surfaceS(r )
through which there is no flux in the gradient vector field
of the densityF, as expressed in eq 14

The same boundary condition applies to the isolated
molecule, a particular case of an open system, and the same
equations of motion define the properties associated with
an observable. In general the atomic surfaceS(A) for atom
A is composed of a number of interatomic surfacesS(A|B),
one for each bonded atom B. An interatomic surface is
defined by the gradient vectors ofF that terminateat a bond
critical point (CP),F being a maximum in the surface at the
CP. ThusF possesses two negative curvatures at the CP.
The third curvature is positive,F being a minimum at the
CP in a direction perpendicular to the surface yielding a
(3,-1) CP. Two unique trajectories thusoriginateat the CP
and terminate at each of the neighboring nuclei. They define
a line along which the density is a maximum with respect
to any neighboring line. In an equilibrium geometry of a
bound state or within the attractive region of a potential well,
the line is termed abond path, and atoms so linked are
bonded to one another and share a common interatomic
surface.8 The gradient vector fields for aσd symmetry plane
in adamantane and in He@C10H16 are displayed in Figure 1
to show how the atomic boundaries and molecular structure

Table 1. Total Energies (au), Binding Energies (kcal/mol),
and -V/T at MP2(full)/6-311++G(2d,2p)+SCVS, Together
with the Integration Errorsa

MP2+SCVS -V/T E - ∑nE(n) n - ∑nN(n)

adam -389.91206 2.000030 0.37 0.0004
Be2+@adam -403.89214 2.000001 0.33 -0.0006

(-223.17)
Li+@adam -397.06746 2.000020 0.71 0.0017

(70.20)
He@adam -392.55518 2.000022 0.80 0.0028

(155.86)
Ne@adam -518.07666 2.000008 0.84 -0.0032

(395.31)
B3+@adam -413.22802 2.000008 0.91 -0.0006

(-825.85)
Al3+@adam -630.53887 2.000007 0.23 0.0023

(-318.12)
a Integration error in E in kcal/mol. The total energies for atoms in

au: Be2+(1S), -13.62444; Li+(1S), -7.26729; He(1S), -2.89150;
Ne(1S), -128.79456; B3+(1S), -21.99988; Al3+(1S), -240.11985;
C(3P), -37.77103; H(2S), -0.49993.

∇F(r )‚n(r ) ) 0 ∀(r ) ∈ S(r ) (1)

Figure 1. Molecular graphs for adamantane (LHS) and
He@C6H10. The He atom is shown bounded by its four
interatomic surfaces. CPs are denoted by dots; red for bond,
yellow for ring, and green for cage. The characteristic set
[n,b,r,c] for each molecule satisfies the Poincarè-Hopf rule,
n - b + r - c ) 1. The lower diagrams are of the gradient
vector fields of the electron density in σd symmetry planes
with the same color scheme for the CPs. Bond paths are
drawn in brown, and the intersections of the interatomic
surfaces with the σd plane are shown in red. Two X|C1 and
the two C1|C2 interatomic surfaces intersect at the upper ring
CP in the diagram for He@C6H10, the atoms involved in one
of the six four-membered rings.
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are determined by the flow of trajectories in the associated
gradient vector fields. One notes that the identification of
an atom in a molecule as an open quantum system and the
criterion for bonding are inseparable, both being physical
consequences of the topology of the density displayed at a
(3,-1) or bond CP, a ubiquitous feature of charge distribu-
tions.9

A molecular graph, the linked network of bond paths,
defines a system’s molecular structure, as illustrated in Figure
1 for adamantane, a cage structure composed of 26 nuclei,
28 bond CPs, 4 ring CPs, and 1 cage CP, to give the
characteristic set [26,28,4,1]. Each six-membered ring con-
sists of alternating CH and CH2 groups in a chair conforma-
tion. Also shown is the molecular graph for He@C10H16

wherein the cage CP is replaced by the He atom giving a
structure with the characteristic set [27,32,6,0]. All of the
adamantane complexes possess a structure homeomorphic
with that for He@C10H16, one in which X is bonded to the
four methine carbon atoms resulting in the formation of six
bonded rings of atoms each consisting of X linked to two
CH groups that are in turn bonded to a CH2 group. The He
atom is shown enclosed by its four interatomic surfaces that
impart to it a tetrahedral shape. Its atomic boundary is totally
enclosed within the cage, as is true for each of the X atoms.

The density exhibits a structural homeomorphism with the
virial field, the field that determines the distribution of the
potential energy density in real space. Thus the physical
presence of bonding signifies an accompanying energetic
stabilization, as every bond path in an energetically stable
structure is mirrored by aVirial path, a line linking the same
nuclei along which the electronic potential energy density
is maximally stabilizing.10 Thus coexisting with every
molecular graph, is a shadow graphsthe virial graphs
indicating the presence of a corresponding set of lines, again
defined in real space, delineating the lowering in energy
associated with the formation of the structure defined by the
molecular graph. For a system close to a singularity, it is
possible for the geometries at which the two fields cross a
structural boundary to differ. The systems under study in
the present paper are removed from any such singularities.

The properties of the density and energy density at the
bond CPs are given in Table 2. The values ofFb, the density
at the bond CP, for X|C1 are on the boundary of values that
are characteristic of shared and closed-shell interactions. The
Laplacian,∇2Fb, is positive, characteristic of a closed-shell
interaction, but the energy density, Hb is negative, charac-
teristic of a shared interaction. The energy density equals
the sum of the positive definite form of kinetic energy density
G(r ) > 0 and the virial fieldV (r ) < 0 at the CP, and, unlike
a closed-shell interaction, it is not dominated by the kinetic
energy as happens in the approach of two closed-shell
systems. Thus the indices for the X|C1 interactions are
intermediate between closed-shell and shared interactions and
are, in this respect, similar to those found for bonding
between metal atoms or between a metal atom and a ligand,
as in the transition metal carbonyls, for example.11,12 The
indices for the adamantane cage atoms are as anticipated for
shared interactions. The value ofFb decreases for C1|C2, as
does the magnitude of∇2Fb, when the cage is complexed,

with just the reverse occurring for the C1|H1 and C2|H2
interactions.

The delocalization indexδ(A|B) measures the extent of
the exchange of electrons between the basins of atoms A
and B,13 electrons that exchange being indistinguishable.14

A value of unity implies the sharing of one Lewis pair, a
value approached for the C|C and C|H interactions. Because
of the delocalization of the electrons over other atoms in
the molecule, the values fall short of the idealized values of
unity obtained in a diatomic molecule. The indices were
calculated from the natural orbitals obtained at the MP2 level
using the procedure developed by Wang and Werstiuk.15,16

The value ofδ(X|C1) is greater for He and Ne than for Be
and Li whose densities are contracted because of their
positive charge,+1.7e on Be and+0.81e on Li. Both He
and Ne possess density in excess of their closed-shell
configurations, bearing charges of-0.10e and-0.11e,
respectively. The same double integration of the exchange
density over the basins of two atoms, when weighted by the
operator-1/r12, determines the contribution of the exchange
energy to the reduction in the Coulomb repulsion between
the two atomic basins.11,17 While the exchange between the
basins of the X and C1 atoms is small, the reduction in the
Coulomb repulsion between C1 and X is greatest for the He
and Ne complexes.

The Ehrenfest, Feynman, and Virial
Theorems
The electrostatic force, the only force operative in a field-
free molecule, determines the potential energy operators in

Table 2. Bond Critical Point Data in Atomic Units and
Delocalization Indicesa

C1|X Fb ∇2Fb Hb δ(A,B)

Be2+ 0.081 0.453 -0.024 0.081
Li+ 0.070 0.471 -0.004 0.077
He 0.081 0.382 -0.017 0.115
Ne 0.084 0.500 -0.009 0.168

C1|C2 Fb ∇2Fb Hb δ(A,B)

adam 0.240 -0.494 -0.188 0.824
Be2+ 0.201 -0.286 -0.131 0.806
Li+ 0.207 -0.323 -0.137 0.796
He 0.214 -0.370 -0.147 0.780
Ne 0.169 -0.206 -0.091 0.725

C1|H1 Fb ∇2Fb Hb δ(A,B)

adam 0.283 -1.030 -0.308 0.819
Be2+ 0.292 -1.140 -0.324 0.791
Li+ 0.294 -1.127 -0.325 0.820
He 0.284 -1.043 -0.308 0.824
Ne 0.284 -1.052 -0.307 0.833

C2|H2 Fb ∇2Fb Hb δ(A,B)

adam 0.280 -1.011 -0.303 0.824
Be2+ 0.290 -1.098 -0.316 0.810
Li+ 0.287 -1.064 -0.312 0.825
He 0.280 -1.014 -0.303 0.831
Ne 0.281 -1.026 -0.305 0.842
a C1 methine C and H1 its bonded H; C2 methylene C and H2

one of its bonded H.
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the Hamiltonian. The resulting wave function enables one
to determine the average electrostatic forces that act on the
electrons and on the nuclei. The force acting on the electrons,
the Ehrenfest force,18 is obtained from the equation of motion
for the electronic momentum operatorp̂, while the force
acting on a nucleus, the Feynman force,19 is obtained from
a corresponding equation for the nuclear gradient operator.
Both forces contribute to the virial of the forces acting on
the electrons as described by the virial theorem, the equation
of motion for the virial operatorr̂ ‚p̂. The molecular virial
theorem relates the virial of the Ehrenfest force acting on
the electrons to their kinetic energy.20 Thus through the
Ehrenfest and Feynman theorems, one has the tools that are
needed to describe the forces acting in a molecule and
through the virial theorem, to relate these forces to the
molecule’s energy and its kinetic and potential contributions.

Ehrenfest Force Acting on an Atom
The Ehrenfest force determines the force acting on an entire
atom in a molecule,4 as opposed to the Feynman force, which
acts only on its nucleus. The force acting over the body of
an atom in a moleculesits basinsis, as for a classical open
system, equal and opposite to the pressure acting on each
element of its bounding surface. Thus it may be represented
in terms of the surface integral of the quantum stress tensor,
a quantum analogue of pressure. The quantum stress tensor
was first introduced by Schro¨dinger in its relativistic form
in 192721 and its properties discussed by Pauli in 1933, as
described in his book.22 While this force is balanced by equal
and opposite surface forces exerted by the neighboring atoms
in a stationary state, it is shown to be an important quantity
in determining the attractive or repulsive nature of the
interactions between atoms in a molecule, being particularly
applicable to atoms enclosed within a molecular cage.

The Ehrenfest force is given by the equation of motions
the time rate-of-changesfor p̂ ) -ip∇, the momentum
operator for an electron, yielding the force acting on the
electron density in a proper open systemA, eq 25,23,24

An isolated molecule presents a special limiting case of the
physics of an open system, one for which the surface integral
in eq 2 vanishes.J is the vector current density, the
momentum density divided by the electronic massm and
thus it is the electronic velocity. Its time derivative gives
the electronic acceleration which, when multiplied by the
mass, gives the force acting on the electrons in the atom.
The first term on the RHS is the expectation value of the
commutator (i/p)[Ĥ, p̂] which equals the negative gradient
of the full potential energy operator with respect to the
coordinates of the electron atr . The operator-∇rV̂
determines the force exerted on the electron atr by all of
the remaining electrons and the nuclei in fixed positions.
By taking the expectation value of this force in the manner
denoted byN ∫dτ′, that is, by summing over spins and
integrating over the coordinates of all electrons but the one
at r , one obtains an expression forF (r ), the force exerted

on an electron at positionr by theaVerage distributionof
the remaining electrons and by the rigid nuclear frameworks
the force exerted on the electron density,4

the same integration procedure applied toΨ*Ψ determining
the electron densityF(r ). The force densityFB(r ), even
though it involves two-electron interactions, is expressible
as a density in real space, as found for all properties of a
proper open system. Integration ofFB(r ) over atom A, as
denoted by∫Adr in eq 4, yieldsFB(A), the Ehrenfest force
acting on the electron density over the basin of atom A. Eq
4 also indicates an alternative notation for the definition of
an open system property.

The physics of an open system is distinguished by the
presence of a surface contribution to the time rate-of-change
of an observableÔ , one that corresponds to the flux in the
current density ofÔ through the system’s surface. Thus
the final term on the RHS of eq 2 is the force exerted on the
surface of the atom by the ‘momentum flux density’ that is
expressed in terms of the quantum stress tensor, eq 5

whereΓ(1)(r ,r ′) is the one-electron density matrix. The stress
tensor has the dimensions of pressure, force/unit area (F/
L2), or energy density (E/L3). The equation of motion for an
open system given in eq 2 applies to any proper open system,
including as a special limiting case, the total closed system
for which the surface integral vanishes. In this case
one obtains Ehrenfest’s second relation, thatd〈p̂〉/dt )
〈-∇V̂〉 ) 〈FB(r )〉, and it is for this reason thatFB(A) is
identified as the Ehrenfest force acting on atom A. This force
vanishes for a stationary state, and consequently, it has not
played a role in discussions of the quantum mechanics of a
total system. However, it is the dominant force in determining
the mechanics of an open system, the physics of an atom in
a molecule.

For a molecule in a stationary state, eq 2 reduces to

and the force acting over the basin of the atom is equal and
opposite to the force exerted on its surfaceS(A). In general
the atomic surfaceS(A) in eq 6 is composed of a number of
interatomic surfaces and the force on A may be correspond-
ingly expressed as a sum of contributionsFB(A|B), one
from each interatomic surfaceS(A|B) and where necessarily
FB(A|B) ) -FB(B|A).

In a diatomic AB, the principal contributions toFB(A),
the force on the density of atom A, are from the nucleus
and the electrons of B, the nucleus of B exerting an attractive
force and the electrons on B a repulsive one. The contribution
to the Ehrenfest force exerted on the density of A by its

m∫A
dr (∂J/∂t) ) ∫A

dr ∫dτ′Ψ*(-∇rV̂)Ψ +

IdS(A,r s)σ5(r )n(r ) (2)

FB(r ) ) N∫dτ′Ψ*(-∇rV̂)Ψ (3)

FB(A) ) ∫A
drFB(r ) ) 1/2{(i/p)〈ψ,[Ĥ, p̂]ψ〉A + cc} (4)

σ5(r ) ) (p2/4m){(∇∇ + ∇′∇′) - (∇∇′ + ∇′∇)}Γ(1)(r ,r ′)|r)r ′

(5)

FB(A) ) -IdS(A;r s)σ5(r )nA(r ) )

-∑B*AIdS(A|B;r s)σ5(r )‚nA(r ) ) -∑B*AFB(A|B) (6)
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own nucleus may be attractive or repulsive, that is, drawing
it toward or away from B, depending upon the dipolar
polarization of the density on A, and similarly for the intra-
atomic electronic repulsion. The Ehrenfest force thus includes
the electrostatic force exerted by the nuclei on the electron
density, the attractive contribution to the Feynman force on
the nuclei but not the contribution from the nuclear repulsive
force, which in the case ofFB(A) is replaced by the repul-
sions between the electrons. The behavior ofFB(A) as a
function of internuclear separation is illustrated in Figure 2
for H2, N2, CO, and LiF determined from highly correlated
wave functions.25 Table 3 gives the magnitudes of the
Ehrenfest force acting on one of the atoms atRe, which is
attractive in each case, that is, the force on atom A is directed
at atom B. The large value operative in CO is unique to polar,
as opposed to shared or ionic bonding.

In general, for large separations in the approach of neutral
atoms,FB(A) > 0 and is repulsive, although it is slightly
attractive for R > 4.5 au in N2. The curves exhibit a
maximum valuesa maximum in the repulsion between the

two atomic basinssin the region of the inflection point in
the potential energy curve, the point where the Feynman
force is maximally attractive. For separations slightly greater
than Re, FB(A) undergoes a change in sign and a rapid
decrease in value, and each atom experiences a force drawing
it toward its neighbor. The increasingly attractive nature of
FB(A) is the result of the accumulation of density in the
binding region between the nuclei. The attraction of the
nucleus external to A for the density of A is the principal
stabilizing force in the formation of a molecule and its virial
is the principal source of energy lowering. For example, in
H2, N2, and CO atRe, the largest single contribution to
FB(A) is the attraction of the B nucleus for the density on
A,25 and the largest single contribution to the lowering of
the energy in these molecules is the potential energy of
interaction of the nucleus of one atom interacting with the
density of the other.11,25 The creation of attractive Feynman
forces on the nuclei on the approach of two neutral atoms
causes the potential energy to initially increase and the kinetic
energy to decrease. Thus the curves forV(R) versusR for
H2, N2, and CO bear a similarity to the curves shown for
corresponding behavior ofFB(A) in terms of the values of
Rwhere they attain their maximum value and for which they
change sign and become attractive.25 In general, FB(A)
parallels the potential energy of interactions between the
atoms. For separations substantially less thanRe, the density
on A will be increasingly polarized away from B causing
both the electron-nuclear and electron-electron forces to
make repulsive contributions toFB(A), and they, in con-
junction with the electron-electron repulsion term for B,
may result in the Ehrenfest force becoming repulsive.
Because of the absence of the nuclear force of repulsion,
this will occur for shorter distances than for the Feynman
force, including the interactions between rare gas atoms.

The Ehrenfest force acting on the surface in LiF exhibits
only a small repulsive increase for distances in excess of 12
au, becoming at first weakly and then strongly attractive as
a result of the precipitous transfer of approximately one
electron from Li to F that is essentially complete by 10 au,
a picture in accord with the ‘harpoon mechanism’. Thus in
an ionic system, the attractive electrostatic interactions
outweigh the repulsive ones following charge transfer.

Geometric Consequences of X Insertion and
the Ehrenfest Force
The above introduction toFB(A) provides the necessary
background for the discussion of the forces exerted on X

Figure 2. Variation of the Ehrenfest force FB(A), eq 4, and
the surface virial V s(A||B), eq 11, with internuclear separation
R for H2, N2, CO, and LiF. QCISD denotes a wave function
obtained from quadratic CI, including all singles and doubles,
while MRCI denotes a multireference CI. All quantities are in
atomic units. The equilibrium separation Req is indicated in
each diagram. The Feynman force on a proton is also shown
in the diagram for H2. Note that FB(H) is maximally repulsive
where the Feynman force is maximally attractive. The com-
mon zeroes in FB(A) and V s(A||B) determine the ranges in R
over which both quantities are repulsive and destabilizing or
attractive and stabilizing, the latter occurring for separations
greater than Req. Stabilization in the ionic system LiF occurs
at a larger value of R ∼ 8 au than for the shared or polar
interactions. The transfer of charge from Li to F is essentially
complete for R < 10 au.

Table 3. Ehrenfest Forces, Atomic Volumes, and Radii in
Aua

AB H2 N2 CO LiF

|FB(A)| 0.0395 0.0701 0.9788 0.0992

X@C10H16 Be2+ Li+ He Ne

|FB(X)| 0.1160 0.1099 0.1488 0.2171
v(X) 7.23 10.22 15.14 32.09
∆R(C|C) 0.159 0.145 0.118 0.370
rb(X) 1.090 1.225 1.358 1.730
rb(C1) 2.002 1.862 1.685 1.618
a R(C|C) ) 2.891 au in adamantane.
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and its bonded methine carbon atoms caused by the insertion
of X into the adamantane cage. A methine C atom and its
bonded H are labeled C1 and H1, while a methylene carbon
and a bonded H are labeled C2 and H2. The magnitude of
the Ehrenfest force on atom X is given in Table 3 together
with the volume of X,V(X), the latter being a well-defined
quantity as the X atoms are totally encased within the
adamanatane cage. Also listed are the increases in the value
of R(C1|C2) from the value of 2.891 au in adamantane and
the bonded radiirb(X) and rb(C1), the position of the X|C1
bond CP relative to the nuclei.

First and foremost, the Ehrenfest force on X is attractive
in every case, drawing atoms X and C1 toward one another.
As discussed below, the sign ofFB(X|C1), the force exerted
on the X|C1 surface, determines the sign of the surface virial,
the contribution to the potential energy resulting from the
formation of the X|C1 interatomic surface, and an attractive
Ehrenfest force results in a stabilizing energy for the
formation of the X|C1 surface. Surprisingly, the increase in
R(C1|C2) varies inversely with the volume of X for the first
three members, becoming larger only for the insertion of
the Ne atom whose volume is more than four timesV(Be).
The increase in size of Li and He over Be is instead
accommodated by a decrease in the bonded radius of C1,
rb(C1). With the exception of its small reversal between the
two ions, the magnitude of the attractive Ehrenfest force
increases with the volume of X, increasing as the X|C1 bond
CP moves closer to C1. Not only is there no Ehrenfest force
of repulsion between the X and C1 atoms, its attractive nature
increases with the size of the inserted atom, from Be2+ to
He to Ne and the accompanying change from exothermicty
to an increasing endothermicity withv(X) does not have its
origin in an increasing ‘antibonding’26 in the C1|X interac-
tion. This behavior of the Ehrenfest force is reflected in the
exceptional decrease in the energy of the X atoms, particu-
larly He and Be, upon insertion and the conclusion is
substantiated by the study of the energy changes of the
individual atoms presented in a later section.

The Ehrenfest Force and the Interactions
between Macroscopic Systems
The Ehrenfest force on the electron density plays a role that
must be distinguished from the more familiar Feynman force
acting on the nuclei. For example, for large separations
between neutral atoms the Ehrenfest force is repulsive,
whereas the Feynman forces are attractive, the former
correctly reflecting the initial increase in the potential energy.
The behavior of the two forces may be compared in Figure
2 for the hydrogen molecule. The Feynman force eventually
vanishes atRe and then becomes repulsive, while the
Ehrenfest force becomes increasingly attractive, reflecting
the decrease in the potential energy required by the virial
theorem on bonding. The Feynman force is invoked in
situations where the Ehrenfest force is in fact the operative
force, these situations arising in cases that require the physics
of an open system for their statement and solution. An
example is the operation of the atomic force microscope
(AFM).27 The AFM and the surface under study are two
components of a total system separated by a zero-flux

surface. It is the force transmitted from the tip of the probe
to the attached cantilever arm of the AFM whose deflections
are measured as the tip scans the surface of a sample. The
force FB measured by the AFM is determined by the
pressure that the sample exerts on each element of the surface
of separation. The Feynman forced does not equalFB.
Instead, it measures the forceFR required to displace the
nucleusR of the atom in the tip of the AMF. One is interested
in the force not just on the nucleus of one atom in the tip of
the probe, but rather in the forceFB that is exerted on all of
the atoms that make up the open system “probe plus
cantilever”. This force is determined by the pressure exerted
on every element of the surface separating the tip of the probe
from the sample, as given in eq 6 in terms of the surface
integral of the stress tensor. It is the Ehrenfest forceFB that
the cantilever arm exerts on the attached spring, displacing
it from its equilibrium position, the displacement measured
in the AFM. The forceFB is exerted on a surface deter-
mined by the zero-flux interatomic surfaces separating the
atoms in the tip from those in the sample, and thus its
response is a consequence of the atomic form of matter.27

The definition of pressure requires the existence of a
surface upon which the pressure is exerted placing it within
the realm of the physics of an open system. A scaling
procedure demonstrates that the expectation value of the
pressure-volume product of a proper open system is
proportional to its surface virial, the virial of the Ehrenfest
force exerted on its surface.28 Thus the thermodynamic
pressure is determined by the virial of the force resulting
from the electronic momentum flux through its zero-flux
surface, the same quantity that determines the forceFB
acting on the open system. The pressure determined in this
manner is a consequence of the mechanics of the interaction
between the open system and its confining walls as opposed
to previous treatments based on the analogy with the classical
virial theorem for a contained gas wherein the pressure-
volume product was incorrectly related to the virial of the
“wall forces”.

These examples demonstrate that the Ehrenfest force is
the one acting on and between macroscopic systems,
controlling in addition their relative motion. It is thus the
one that determines the force required to separate two
surfaces and the study of the adhesive properties of surfaces
should be directed toward an understanding and prediction
of the Ehrenfest force that is established when two surfaces
are brought into contact.

Energy Changes
The virial theorem plays a central role in defining the energy
of an open system.4,5 Its statement for an open system is of
the same form as that given in eq 2 for the Ehrenfest force:
in this case the time rate of change ofr̂ ‚p̂ is equated to the
expectation value of (i/p)[Ĥ, r̂ ‚p̂] plus a surface termV s(A),
denoting the flux in the associated current density that is
expressible asr ‚σ(r ). The expectation value of the com-
mutator yields 2T(A) + V b(A), twice the electronic kinetic
energyT plus the virial of the Ehrenfest force exerted over
the basin of the atom. For a stationary state the atomic
statement of the virial theorem yields 2T(A) + V b(A) +
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V s(A) ) 0. Expressing byV (A) the total virial for an open
system A,V (A) ) V b(A) + V s(A), the virial theorem for
a stationary state may be stated as

The virials of the Ehrenfest force exerted over the basin
and the surface of the atom with the origin for the coordinate
r placed at the nucleus of atom A are given in eq 8

An alternative expression forV b(A) in a stationary state in
terms of the stress tensor is also given in eq 8. One notes
that V b(A) is the virial of the Ehrenfest force acting over
the basin of the atom andV s(A) is the virial of the Ehrenfest
force acting on its surface. The current in the surface virial
has the dimensions ofF/L or surface tension, andV s(A) is
thus a measure of the surface energy associated with the
interaction of A with its bonded neighbors.

We shall be concerned with molecules in equilibrium
geometries wherein no forces act on the nuclei and
∑AV (A) ) V, the total potential energy of the molecule.
Under these conditions, one may employ the virial theorem
to relate the change in the total energy to the changes in the
kinetic energy T and the potential energyV with no
contributions from the virials of external forces. Thus
∆E ) -∆T ) 1/2∆V where∆ denotes the difference between
any two states of the system for which the forces on the
nuclei vanish. The change in energy for some total system,
∆E, may be expressed in terms of the changes in the potential
energy contributions of the individual atoms in one of two
ways. First, one may equate the change∆V to the sum of
the changes in the electron-nuclear attractive energies∆Ven

plus a term∆Vr grouping the two repulsive contributions
from the electron-electron and nuclear-nuclear terms, as
done in eq 9

Alternatively, one may equate∆E to the changes in the basin
and surface virials

Equation 10 divides∆E(A) into two contributions: one from
the change in the virial of the forces acting over the basin
of the atom (withV b(A) ) V (A) ) V(A) for an isolated
atom) and another from the formation of its interatomic
surface (with∆V s(A) ) V s(A) for a change referenced to
an isolated atom). The energy decomposition given in eq 9
is discussed first for the cage complexes.

Changes in Atomic Energies for Formation
of Endohedral Cages
The electron-nuclear potential energy for atom A, the
quantityVen(A), is given by the sum of two contributions:

the termVen°(A), the interaction of the electron density in
the basin of atom A (the density internal to A) with its own
nucleus together with the termVen

e(A), the interaction of the
same density with all the nuclei external to A.Ven

e(A) yields
the stabilizing interaction of the density of atom A with the
nuclei of all the atoms that, together with A, are brought
together in the formation of the molecule.Thus Ven

e(A),
which is zero for an isolated atom, is necessarily negative,
and it is the contributions of all the atoms to the decrease in
Ven

e that dominates the energy of molecular formation.
Be2+@C10H16. The changes in the atomic populations

N(A), atomic volumesV(A), and total energiesE(A) are listed
in Table 4 for the formation of each complex from separated
adamantane and X. Also listed are the changes in the
potential energy in terms of their attractive internal∆Ven°(A)
and external∆Ven

e(A), and repulsive∆Vr(A) contributions.
The volume change∆V(X) is with respect to the volume of
a free X atom or ion determined by its 0.001 au density
envelope, the van der Waals envelope.29 The changes for
the atoms of adamantane are for volumes determined by the
intersection of their interatomic surfaces with the 0.001 au
density envelope that bounds their nonbonded regions.

The principal contribution to the exothermic bonding
energy of 223 kcal/mol in Be2+@C10H16 is from the Be atom,
with additional stabilizing changes from the C1 and C2
atoms, all of which are the recipients of electronic charge.
Both the internal and external contributions to the potential
energy of the carbons decrease and are sufficient to overcome
the increase in the repulsive energy and lead to overall
stabilization of the atoms. The hydrogens lose electronic
charge, their volumes decrease, and their energies increase,
contributing+652 kcal/mol to the total energy change, and
overall, the insertion of Be2+ causes the energy of the
adamantane cage to increase by 179 kcal/mol.

The largest single stabilizing contribution to the change
in the potential energy of interaction is from the decrease in
the external potential energy of the Be atom, the term
∆Ven

e(Be), a result of the interaction of its density with the
nuclei of the atoms of the enclosing cage. This is a general
result for all of the inserted X atoms. Electron density is
transferred to X in each complex,∆N(X) ranging from 0.28e
for Be to 0.11e for Ne. Hence the internal contribution
∆Vne°(X) is stabilizing but of much smaller magnitude than
|∆Ven

e(X)|, and the bonding of the X atom is primarily the
result of the stabilization of its density with the nuclei of
the surrounding cage. The attractive interactions are sufficient
to overcome the increase in the repulsive contributions to
the energy of X in all four complexes. The bonding of X in
the endohedral cage complexes is similar to that found in
the transition metal carbonyls and metallocenes such as
ferrocene, where the principal source of the bonding is from
dominant and exceptional decrease in the energy of interac-
tion of the atomic density on the transition metal atom with
the nuclei of the surrounding ligand atoms, the contribution
from the term∆Vne

e(M).11

Li +@C10H16. As with the Be complex, the dominant
contribution to the energy of formation of the complex is
from the decrease in energy of Li and this primarily from
the interaction of its density with the nuclei of the cage, the

-2T(A) ) V(A) ) Vb(A) + Vs(A) (7)

Vb(A) ) -∫A
rA‚FB(r )dr ) -∫A

rA‚∇‚σ5(r )dr s(A)

Vs(A) ) IdS(A, r s)rA‚σ5(r )‚nA(r ) (8)

∆E ) 1/2∑A{∆Vne(A) + ∆Vee(A) + ∆Vnn(A)} )
1/2∑A{∆Vne(A) + ∆Vr(A)} (9)

∆E ) 1/2∑A∆V (A) ) 1/2∑A{∆V b(A) + ∆Vs(A)} (10)

Caged Atoms and the Ehrenfest Force J. Chem. Theory Comput., Vol. 1, No. 3, 2005409



term ∆Vne
e(Li). Each carbon bonded to Li is stabilized by

10 kcal/mol in forming the complex, while each methylene
carbon is destabilized by 9 kcal/mol. The loss of electronic
charge from the hydrogens is one-half that transferred in the
Be complex as is the associated increase in their energy equal
to +319 kcal/mol. The adamantane cage is destabilized by
330 kcal/mol, an increase of 151 kcal/mol over Be2+@C10H16

and overall the energy of formation of Li+@C10H16 is
endothermic by 70 kcal/mol.

He@C10H16. The energy of formation of this complex is
endothermic by 156 kcal/mol. The dominant stabilizing
contribution to the energy of formation is from the interaction
of the density of the He atom with the nuclei of the cage,
the termVne

e(He), whose magnitude outstrips the increase
in the repulsive contribution,∆Vr(He), to the atomic energy
change. One notes that the value of∆Vr(He) is less than
∆Vr(Be), He undergoing a smaller increase in its repulsive
interactions with the cage than Be. The transfer of electronic
charge to X is least for He, and correspondingly it undergoes
the smallest of the stabilizations caused by decreases in
internal energy, the quantity∆Vne°(He). The energies of both
the methine and methylene carbons increase, the former
losing a small amount of electronic charge the latter gaining
a still lesser amount.

The potential energy contributions to the energy changes
for a methine carbon C1 bonded to He are of most interest.
The interaction results in adecreasein the repulsive energy

of C1, but its energy undergoes a net increase as a result of
the decrease in magnitude of its attractive contributions. The
value of∆Vne

e(C1) is the only one such contribution greater
than zero for all of the complexes, and this is a result of the
smaller nuclear charge on He compared to the other X atoms,
in particular that for Ne withZ ) 10, where∆Vne

e(C1) )
-6.6 au. The increase in the repulsive energies of the C2
atoms,∆Vr(C2), is also less than for the insertion of Be2+

and the sum of the increases in repulsive energies for C1
and C2 in He@C10H16 is 70.9 au smaller than the corre-
sponding sum for Be2+@C10H16. This observation coupled
with the decrease in the value of∆Vr(He) compared to
∆Vr(Be) demonstrates that the claim that the endothermicity
of He@C10H16 is a result of ‘antibonding’ of He with the
methine carbons of the adamantane cage has no basis in
physics.26

The energy of the carbon framework does increase, but
not because of increased repulsions with the caged atom,
but rather because of destabilizations in their mutual interac-
tions. The small loss of electronic charge from the C1 atoms
and the reorganization of their densities causes the internal
contributions to their potential energies, together with those
for the C2 atoms, to increase and overall the energies of the
carbons increase by 431 kcal/mol. The small loss of density
from the H atoms causes their energy to increase by 53 kcal/
mol, and the adamantane cage is destabilized by 484 kcal/
mol, an increase of 305 kcal/mol over Be2+@C10H16.

Table 4. Changes in the Atomic Properties of X@adam from Adamantane and Xa

A ∆N(A) ∆v(A) ∆E(A) ∆Vne°(A) ∆Vne
e(A) ∆Vr(A)

X ) Be2+ 0.2824 -6.56 -401.95 -1.4823 -48.5204 48.7215
C1 0.3311 8.54 -89.08 -0.9646 -9.0994 9.7804
C2 0.1451 5.95 -19.35 -0.3684 -5.2714 5.5785
H1 -0.2057 -11.14 57.48 0.1852 2.6228 -2.6248
H2 -0.1378 -8.28 35.11 0.1163 1.4954 -1.4997
X ) Li+ 0.1953 -14.36 -260.26 -0.8064 -46.8285 46.8052
C1 0.1424 5.98 -10.27 -0.3212 -3.7599 4.0485
C2 0.0839 4.42 8.71 -0.1526 -2.9247 3.1051
H1 -0.1076 -6.29 28.47 0.0907 1.3433 -1.3433
H2 -0.0699 -4.25 17.09 0.0568 0.6927 -0.6951
X ) He 0.1011 -48.60 -327.77 -0.6362 -45.1671 44.7584
C1 -0.0188 2.63 57.26 0.2816 0.2700 -0.3690
C2 0.0105 2.94 33.61 0.1125 -0.5264 0.5211
H1 -0.0035 0.65 4.06 0.0070 0.0311 -0.0250
H2 -0.0064 0.19 3.02 0.0077 0.0011 0.0009
X ) Ne 0.1095 -76.22 -903.45 -3.4059 -201.2768 201.8030
C1 -0.0055 11.83 149.55 0.6652 -6.6310 6.4428
C2 0.0311 9.85 94.09 0.3349 -7.5827 7.5480
H1 -0.0118 2.09 9.79 0.0206 -0.5856 0.5963
H2 -0.0185 1.10 8.04 0.0215 -0.7195 0.7237
X ) B3+ 0.7881 2.69 -1014.74 -4.6331 -59.3031 60.7019
C1 0.5537 10.32 -186.31 -1.6891 -16.1303 17.2260
C2 0.1149 6.83 -15.46 -0.2784 -5.8874 6.1169
H1 -0.3003 -15.32 88.95 0.2876 3.8547 -3.8588
H2 -0.2075 -11.63 56.04 0.1835 2.3680 -2.3728
X ) Al3+ 0.4681 -12.57 -1151.25 -6.4149 -207.7750 210.5206
C1 0.4126 18.20 -44.74 -0.9032 -20.6561 21.4171
C2 0.2508 13.96 -1.74 -0.4965 -16.2341 16.7254
H1 -0.2893 -14.53 86.34 0.2725 3.1363 -3.1335
H2 -0.2056 -10.87 56.48 0.1828 1.5751 -1.5778

a ∆E(A) in kcal/mol, ∆v(A) and ∆V(A) in au.
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Thus the endothermicity of He@C10H16 compared to the
exothermicity of Be2+@C10H16 is not a result of a repulsion
between the X atom and the surrounding cage, a quantity
that is actually less for He than for Be2+, but because of the
decreasein the attractive contributions to the energies of
the carbons of the cage.

Ne@C10H16. The Ne complex has an endothermicity of
395 kcal/mol. The single largest change in the atomic
energies for the Ne atom, as for the X atom in the other
complexes, is a result of the stabilizing decrease in the energy
of interaction of the density of the Ne atom with the nuclei
of the cage. The endothermic energy of formation is again
a result of the destabilization of the cage, and primarily from
the increase in energy of the carbon atoms, the methine
carbons in particular, whose energies increase by 1164 kcal/
mol. Unlike the He complex where the repulsive energies
of the methine carbons actually decrease on bonding, both
sets of carbons in the Ne complex have positive∆Vr(C)
values that are only slightly less than the magnitude of the
decreases in the values of∆Ven

e(C). The internal contribu-
tions ∆Ven°(C) are also positive, and the carbons are
destabilized in their interactions with the Ne atom. The
discussion of the data for B3+C10H16 is reserved for the
demonstration of the dominant role in the stabilization of
the complexes played by the charge transfer from the
hydrogens to the cage interior.

Bonding as Viewed through the Changes in the Basin
and Surface Virials. While the virialV (A) is independent
of the choice of origin, its expression in terms of basin and
surface contributions is not. However by placing the origin
at the position of the nucleus, as done in eq 8, one can obtain
a unique expression for the potential energy change as a sum
of basin contributions and interatomic surface terms, the latter
depending only upon the internuclear separation between the
bonded nuclei. The surface terms determine the contribution
to the potential energy of interaction stemming from the
formation of each surface A|B. Just as the Ehrenfest force
on the surface of A can be equated to a sum of contributions,
one from each of the interatomic surfaces bounding A, eq
6, soV s(A) can be similarly expressed, with the contribution
from a bonded neighbor B denoted byV s(A|B). Summing
the contributions to the energy of the surfaceS(A|B) between
A and B and definingRab ) r a - r b, the vector from the
nucleus of B to that of A, and noting thatnA ) -nB, one
obtains4

This expression equates the sum of the surface virials from
two atoms sharing a common surfaceS(A|B) to the scalar
product of the Ehrenfest force acting on the surface with
the vector Rab, and the dependence of the two surface
integrals on individual origins is replaced by the physical
separation between the nuclei of the bonded atoms. Thus
the energy of formation of a molecule from separated atoms
can be expressed in terms of contributions from the changes
in the potential energy within each atomic basin plus a
contribution from the virial of the Ehrenfest forceFB(A|B)

acting on the interatomic surface between each pair of bonded
atoms denoted byV s(A||B), eq 12

The Ehrenfest forceFB(A|B) is attractive when the force
exerted on the density of atom A is directed at B, the situation
found for all of the bonded interactions in the cage
complexes. The combined surface virialV s(A||B) is negative
in such a case, and the formation of the interatomic surface
S(A|B) contributes to the stability of the system.

The data for the implementation of eq 12 are given in
Table 5 which also lists the separate values of∆V s(A). The
changes in both the basin and surface virials are stabilizing
for the X atom in all four complexes, with the magnitude of
∆V s(X) increasing in the order Bef Ne. The basin virials
for the carbons are destabilized by relatively small amounts
in the Be and Li complexes, and their net stabilization is a
result of the changes in their surface virials. The carbons in
the He and Ne complexes undergo destabilizing increases
in both their basin and surface virials, as do the hydrogen
atoms in all four complexes.

The energies of the surface virials are given in kcal/mol
to better gauge their relative contribution to energies of
formation of the complexes. The energy of the X|C1 surface,
as determined by the1/2V s(X||C1), is stabilizing in every
complex, ranging from-112 kcal/mol in Be2+@C10H16 to
-247 kcal/mol in Ne@C10H16. The energy of the C1|C2
surface decreases slightly in the formation of Be2+@C10H16

but increases in the remaining complexes, as do the energies
of the C1|H1 and C2|H2 surfaces. In summary, the Ehrenfest
force, which is attractive for all of the bonded interactions
in these molecules, decreases in magnitude for all of the
interactions within the adamantane cage with the exception
of the C1|C2 surface in Be2+@C10H16. Thus the adamantane
cage is destabilized in the formation of the complexes by
the destabilization of the basin virials of both the C and H
atoms and by increases in the energies of the surface integrals
internal to the cage, the latter resulting in a decrease in the
stability of their bonded interactions. Contrawise, the energy
of formation of the atomic surface bounding the X atom is
stabilizing in every case, as is the energy of formation of
the X|C1 surface, and these interactions contribute to the
stabilization of the complexes.

Discussion and Conclusions
The role of the Ehrenfest force in the physics of an open
system brings to the fore the unifying understanding provided
by the virial theorem. Slater refers to Feynman’s electrostatic
theorem and the virial theorem as ‘two of the most powerful
theorems applicable to molecules and solids’.30 To this one
should add the Ehrenfest force, since it is the virial of this
force that determines the electronic virial in Slater’s molec-
ular theorem.20 The Ehrenfest force includes the electrostatic
force of attraction of the density by the nuclei but not the
nuclear repulsion. Consequently, the nuclear contribution to
F equals the difference between the net Feynman force
acting on the nuclei and the nuclear repulsive forces, thereby

Vs(A||B) ) Vs(A|B) + Vs(B|A) )
Rab‚IdS(A|B;r s)σ5(r )‚nA(r ) ) Rab‚FBb(A|B) (11)

∆E ) 1/2∑AVb(A) + 1/2∑A|BVs(A||B) (12)
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accounting for the appearance ofVnn and the virial of the
Feynman forces in the virial of the forces exerted on the
electrons.4

The use of these theorems provides answers to the
questions raised in the Introduction concerning the possible
presence of repulsive interactions between X and the carbons
of the cage26 and of the storage of the excess energy in the
endothermic complexes. The Ehrenfest force in a stationary
state is balanced locally by the divergence of the stress tensor,
FB(r ) + ∇‚σ5(r ) ) 0, as its integrated valueFB(A) is by the
surface integral ofσ5(r ), eq 6. However, as discussed in the
Introduction, FB(A) enables one to determine the force
acting over the basin of an atom and to determine how this
force is balanced on the surface it shares with each of its
neighbors. This is new information regarding the mechanics
of bonding between atoms, information that underlies the
accompanying energy changes because it is the virial of the
Ehrenfest force that determines the potential energy changes.
It is the nature of this force, that within the regime of
equilibrium geometries, it is always found to be attractive,
drawing each atom toward its neighbor such that the resultant
force on the atom is zero. Thus one may extend the definition
of bonding between atoms denoted by a bond path:the
presence of a line of maximum density linking a pair of nuclei
in an equilibrium geometry of a bound state or one lying
within the attractiVe region of a potential wellsatoms linked
by a bond pathsimplies not only the absence of repulsiVe
Feynman forces on the nuclei but also the presence of
attractiVe Ehrenfest forces acting across the interatomic
surface shared by the bonded atoms.This observation
underlies the mirroring of a bond path by a virial path, a
line of maximally stabilizing potential energy density.10 This
definition certainly applies in the case of the endohedral
complexes, where the Ehrenfest forceFB(X|C1) acting
across each X|C1 surface is attractive and the interactions

denoted by the corresponding bond paths are a consequence
of attractive forces acting between the X and C1 atoms.

Since the forceFB(X|C1) is attractive, the derived surface
virial V s(X||C1), eq 11, a quantity that determines the
contribution to the energy change resulting from the forma-
tion of the surface X|C1, is stabilizing. WhileV s(A||B) is
not a bond energy for A|Bsa quantity not defined within
the physics of an open systemsits change during the
formation of the complex provides a quantitative gauge of
the distribution of the energy increase over the bonded
interactions caused by an endothermic insertion of X. The
values ofV s(A||B), Table 5, demonstrate that the energy
increases incurred by the insertion of Li+, He, and Ne are
mirrored solely in the surface virials of the atoms comprising
the adamantane cage, the formation of the X|C1 surfaces
yielding stabilizing contributions in all cases. These changes
are reflected in the energy changes for the individual atoms,
Table 4, with only the energies of X and of C1 in Li+@C6H10

contributing to the lowering of the energy of formation in
the endothermic reactions.

The principal factor contributing to the stabilization of an
endohedral complex may be determined by a comparison of
the atomic properties for the formation of exothermic
Be2+@C10H16 with the endothermicity of the remaining
complexes. The exothermicity has its origin in the transfer
of charge from the hydrogens to the interior of the cage, to
the carbons, and to the positively charged Be atom, rather
than being a consequence of the smaller volume of the Be
atom. The similar but much smaller flow of density from
the hydrogens to the interior of the cage caused by the smaller
positive charge on Li is insufficient to overcome the attendant
destabilization resulting form the larger volume of Li. If the
charge transfer to the cage interior is indeed paramount in
leading to stabilization of the insertion complex, one would
predict an even larger exothermicity for the insertion of a

Table 5. Changes in Atomic Basin and Surface Virials and with Surface Virials for Individual Bonded Interactionsa

A
∆V b(A)

au
∆V s(A)

au

V s

(X||C1)
kcal/mol

∆V s

(C1||C2)
kcal/mol

∆V s

(C1||H1)
kcal/mol

∆V s

(C2||H2)
kcal/mol

X ) Be2+ -0.6824 -0.5983 -223.52 -38.72 32.13 17.95
C1 0.0337 -0.3196
C2 0.0236 -0.0872
H1 0.1177 0.0655
H2 0.0695 0.0425
X ) Li+ -0.1609 -0.6682 -212.35 22.72 17.32 9.41
C1 0.0461 -0.0791
C2 0.0423 -0.0155
H1 0.0515 0.0392
H2 0.0312 0.0232
X ) He -0.0268 -1.0177 -282.63 55.53 3.20 2.82
C1 0.1656 0.0167
C2 0.0842 0.0222
H1 0.0018 0.0112
H2 0.0032 0.0065
X ) Ne -0.8497 -2.0274 -494.42 124.06 8.85 7.22
C1 0.3418 0.1339
C2 0.1961 0.1007
H1 0.0069 0.0242
H2 0.0092 0.0164

a For adamantine, V s(C1||C2) ) -0.3174; V s(C1||H1) ) -0.1318; V s(C2||H2) ) -0.1314.
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B3+ ion and this is indeed the case. The formation of
B3+@C10H16 is predicted to be exothermic by 826 kcal/mol
compared to an exothermicity of 223 kcal/mol for Be2+@
C10H16. There is a transfer of 3.7e from the hydrogens to
the cage interior in B3+@C10H16 compared to 2.5e in
Be2+@C10H16, with 0.79e being transferred to B, Table 4.
While the volume of a free B3+ ion is less than that of free
Be2+, the volume of the boron atom in the complex is
actually greater than that for Be, 9.6 compared to 7.2 au, a
consequence of a greater transfer of electronic charge to the
boron atom. The data in Table 4 show that the pattern of
changes in the atomic energies for the formation of the boron
complex mimic those for the Be complex, but all are of
greater magnitude. One notes in particular the increase in
the magnitude of the internal potential energy change for B
compared to Be, all increases being a consequence of the
flow of density from the hydrogens to the cage interior. The
same increase in exothermicity of formation with increase
of positive charge on X is found for Al3+@C10H16 for which
∆E is predicted to equal-318 kcal/mol, a consequence of
a transfer of 3.6e of electronic charges from the hydrogens
to the interior of the cage. This increase in the stability of
Al3+@C10H16 compared to Be2+@C10H16 is obtained despite
the volume of the Al atom in the complex being greater than
that for the Be atom,V(Al) ) 17.3 au compared toV(Be) )
7.2 au and in spite it exhibiting the largest increase in the
C1-C2 separation, equal to 0.39 au.

The theory of atoms in molecules provides a comprehen-
sive understanding of the relative stabilities of endohedral
complexes and of the mechanism of energy storage within
the complex, all in terms of the atomic expectation values
for populations, energies and forces obtained from the
physics of an open system.

Haaland et al.26 in a critique of the statement that the
presence of a bond path linking two atoms implies that the
atoms are bonded to one another state “Most chemists would
probably agree that the defining property of a chemical bond
is the existence of a positive bond rupture energy, that is,
the energy of the molecule is lower than the energy of the
fragments,...”. This is followed by the division of the
endothermicity for the formation of He@C10H16 by four to
account for the presence of the four bond paths linking He
to the methine carbons, to give “a negative He-C mean bond
energy of- 39 kcal/mol”. In their words “the interaction is
antibonding”. There is no explanation of the force responsible
for this ‘antibonding’, occurring as it does in the absence of
Feynman forces on the nuclei and wherein the Ehrenfest
forces between the bonded atoms are attractive.

The response to this criticism requires that one correct for
a number of misunderstandings of the theory by the authors.
First, concerning the question posed in the title to their paper
“Is the presence of an atomic interaction line in an equilib-
rium geometry sufficient condition for the existence of a
bond?” and their reference to ‘a chemical bond’ in rational-
izing the definition of a bond energy; there is no attempt to
define a ‘bond’ in QTAIM since a bond has no definable
nor identifiable physical form. Rather theory accounts for
‘bonding between atoms’, the presence of a bond path
denoting that the atoms so linked are ‘bonded to one another’.

All of the properties that are traditionally associated with
the presence of a ‘bond’ such as ‘bond energy’ or ‘bond
length’ are, in fact, consequences of the occurrence of
‘bonding between atoms’. As illustrated in this paper, one
may bring all of quantum mechanics to bear on the forces
and energetics of bonding using the physics of an open
system. There is no unique, unambiguous definition of a
‘bond energy’ in a polyatomic molecule in traditional
chemistry. The authors raise anew previous claims of bond
paths being present in cases where the interactions are
‘clearly repulsive’,31,32claims that have been previously dealt
with.8,33,34

Their conclusion that the X|C1 interaction is ‘antibonding’
is at variance with the observation that the Ehrenfest force
FB(X|C1) is attractive and that the formation of the X|C1
surface makes a stabilizing contribution to the energy of
formation, withV s(X||C1) < 0. The destabilizing contribu-
tions to the total energies of insertion of X are confined to
the interactions between the atoms of the adamantane cage,
as evidenced by the changes in their atomic energies and
the basin and surface virials. Indeed, as noted above, the
repulsive contribution∆Vr to the atomic energy changes for
X and the carbon atoms are less for endothermic He@C10H16

than for exothermic Be2+@C10H16. The argument given by
Haaland et al. to rationalize the stabilizing decrease in the
energy of the He atom upon insertion with its ‘antibonding’
character avoids all appeal to quantum mechanics and the
forces operative in a molecular system and instead ascribes
it to the ‘density of the He dropping abruptly to zero at its
four interatomic surfaces’, a statement displaying a complete
lack of understanding of the physics of an open system and
its theorems. The stabilization of the X atoms in the
complexes is a result of simple physics; of the attractive
interaction of the density of X with the nuclei of the atoms
in the adamantane cage, the values ofVen

e(X) given in Table
4. While arbitrary models cannot be used to criticize
conclusions that are obtained from physics, one may employ
QTAIM in a complementary manner to determine viability
of orbital modelssthe recovery of the Dewar-Chatt-Dun-
canson dπ-pπ* model35,36 of back-bonding in terms of the
quadrupole polarizations of the ligand atoms being a recent
example.11,37

If one generalizes the argument of Haaland et al., then
one must postulate the presence of undefined ‘antibonding
interactions’ in all stable configurations other than the one
of lowest energy. A molecule at thermal equilibrium in a
stationary state has no memory of how it attained that state,
from one of higher or lower energy. To postulate the presence
of unknown repulsive forces in a molecule in an equilibrium
geometry based on an anthropomorphic bias contributes
nothing to the physical understanding of bonding.
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Abstract: We present four benchmark databases of binding energies for nonbonded complexes.

Four types of nonbonded interactions are considered: hydrogen bonding, charge transfer, dipole

interactions, and weak interactions. We tested 44 DFT methods and 1 WFT method against

the new databases; one of the DFT methods (PBE1KCIS) is new, and all of the other methods

are from the literature. Among the tested methods, the PBE, PBE1PBE, B3P86, MPW1K, B97-

1, and BHandHLYP functionals give the best performance for hydrogen bonding. MPWB1K,

MP2, MPW1B95, MPW1K, and BHandHLYP give the best performances for charge-transfer

interactions, and MPW3LYP, B97-1, PBE1KCIS, B98, and PBE1PBE give the best performance

for dipole interactions. Finally, MP2, B97-1, MPWB1K, PBE1KCIS, and MPW1B95 give the

best performance for weak interactions. Overall, MPWB1K is the best of all the tested DFT

methods, with a relative error (highly averaged) of only 11%, and MPW1K, PBE1PBE, and B98

are the best of the tested DFT methods that do not contain kinetic energy density. Moving up

the rungs of Jacob’s ladder for nonempirical DFT, PBE improves significantly over the LSDA,

and TPSS improve slightly over PBE (on average) for nonbonded interactions.

1. Introduction
One can classify interatomic interactions as bonded or
nonbonded. One can further subdivide bonded interactions
into ionic, metallic, covalent, coordinate covalent, and partial
bonds (as at transition states), and one can subdivide
nonbonded interactions into charge-transfer interactions,
hydrogen bonds, dipolar interactions, dispersion (London
forces), and so forth. Mixed cases are also possible, such as
polar covalent (e.g., an HF bond is about 50% ionic and
50% covalent1) or a much more complicated range of
possibilities2 for nonbonded interactions. Nevertheless the
distinctions and the broadly defined categories of interactions
are useful for understanding chemical phenomena and for
testing the abilities of approximate theories and models to
interpret chemical phenomena.

Density functional theory (DFT3-87 and wave function
theory (WFT)31,34,44,55,87-118 have been widely compared for
their abilities to treat bonds and transition states, but

comparisons are less complete for nonbonded interactions.
There are two reasons for this. First, it has been realized for
a long time that DFT, at least with the early functionals, is
less accurate for nonbonded interactions than for bonded
ones,16-18 and this can be understood in part by the fact that
current functionals are not designed to treat dispersion
interactions, which are sometimes dominant in nonbonded
interactions. Second, no standard databases (analogous to the
G3 database105,106,109 or Database/3113 for bond energies,
ionization potentials, and electron affinities; the latter also
includes partial bond strengths as measured by barrier
heights) are available for nonbonded interactions. The
purpose of the present article is to remedy the latter problem
and to use newly created databases for nonbonded interac-
tions for a systematic comparison of DFT and WFT methods.

Considerable insight into how DFT works can be obtained
by detailed analysis of the functionals and the Kohn-Sham
electron density. In particular it should be recognized that,
for molecules, the separation of exchange-correlation effects
into exchange and correlation are different in WFT and* Corresponding author e-mail: truhlar@umn.edu.
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DFT.10,21,28,46,49In particular, DFT exchange includes a certain
amount of what is called nondynamical (also called static
or internal or, in certain contexts, left-right) correlation in
WFT.10,28,43,49Handy and Cohen49 have shown that DFT with
an exchange functional (Becke88 or B88X8) but no correla-
tion functional gave lower energies than Hartree-Fock for
the multicenter system (for example, molecules), and they
concluded that local exchange functionals must introduce
nondynamical correlation. Furthermore, He et al.46 found that
even for closed-shell systems that are well described without
nondynamical correlation (so-called single-reference sys-
tems), densities obtained by DFT with an exchange functional
but no correlation functional look more like those obtained
with fourth-order perturbation theory (MP4) than those
obtained by uncorrelated Hartree-Fock.46 They concluded
that “even though the DFT exchange functional does not
include any Coulomb correlation effects by construction, it
simulates orbital relaxation, pair correlation, ...”.46 However
the resulting electron density is too high in the van der Waals
region, and correlation functionals contract the density toward
high-density regions (where there is more favorable correla-
tion energy), thus improving the description of van der Waals
interactions.46 Since correlation functionals make up for
deficiencies in exchange functionals, and since the exchange
functional gives a much larger contribution to molecular
interactions than the correlation one, it is important that the
correlation functional be well matched to the exchange
functional with which it is used.

Although the usual DFT functionals do not contain dipolar
dispersion interactions, there is some debate as to whether
DFT methods, with either the usual functionals or new ones,
might nevertheless produce useful results for the attractive
interaction between rare gas atoms.119-122 Furthermore DFT,
even with the usual functionals, does contain the polariz-
abilities.123 Our goal in the present paper is not, however, to
pursue lines of research based on explicit inclusion of dipole
polarization but rather to check which of the density
functionals in current widespread use disqualify themselves
by predicting unrealistic interaction potentials in regimes
where the real interaction potentials are dominated by
dispersion forces or other nonbonded interactions, and which
density functionals yield reasonable results in such situations,
for whatever reason.

In addition to lacking explicitR-6 terms, DFT (without
Hartree-Fock exchange) predicts no interaction energy for
molecules so far apart that they do not overlap (because the
density is the same as for infinitely separated molecules).
At the equilibrium distance of nonbonded complexes, the
lack of explicitR-6 terms need not be a serious issue because
the higher terms (R-8, etc.) in the asymptotic expansion are
not negligible.124,125Furthermore, the overlap and exchange
forces are also not negligible at the equilibrium internuclear
distance of nonbonded complexes.124,126 Thus DFT is not
excluded as a potentially useful theory for nonbonded
interactions, as is sometimes claimed.

In summary, our goal is to understand the performance of
existing density functionals for nonbonded interactions and

to compare this performance to that of WFT with the same
basis sets. We therefore develop four new databases for such
testing:

• A hydrogen bond database
• A charge-transfer complex database
• A dipole complex database
• A weak interaction database

Whereas hydrogen bonds are dominated by electrostatic and
polarization (also called induction) interactions (with a
smaller contribution from charge transfer), charge-transfer
complexes derive a considerable portion of their stabilization
from electron transfer between the two centers. Dipole
complexes involve much smaller amounts of intermolecular
charge transfer and have no hydrogen bonds. Weak com-
plexes are defined here as those that are dominated by
dispersion interactions.

In the literature, there are many theoretical studies
of hydrogen bonds,29,31,39,44,47,54,69,81,84,99,101,110-112,115,127,128

charge-transfer complexes,18,19,27,29,34,70,116and weak interac-
tions.29,44,54,62,83,92,93,96,114However there are very few stud-
ies31,39,47,68of dipolar interaction complexes. Several stud-
ies39,47,68treated (HCl)2 dimer as a hydrogen bond complex,
but in the present study we will treat (HCl)2 dimer as a dipole
interaction complex since there is no classical hydrogen bond
in (HCl)2 dimer.

The databases are used to test several types of DFT: (i)
the local spin density approximation (LSDA, in which the
density functional depends only on density), (ii) the general-
ized gradient approximation (GGA, in which the density
functional depends on density and its reduced gradient), (iii)
meta GGA (in which the functional also depends kinetic
energy density), (iv) hybrid GGA (a combination of GGA
with Hartree-Fock exchange), and (v) hybrid meta GGA
(a combination of meta GGA with Hartree-Fock exchange).
In addition we study one level of WFT: Møller-Plesset
second-order perturbation theory87 (MP2).

Section 2 explains the theories, databases, and functionals
used in the present work. Section 3 presents results and
discussion, and section 4 has concluding remarks.

2. Theory and Databases
2.1. Weizmann 1 (W1) Theory.It is difficult to extract the
zero-point-exclusive binding energiesDe from experiment
for nonbonded complexes due to the uncertainties in the
experimental ground-state dissociation energyD0 and due
to the uncertain effect of anharmonicity on the zero point
vibrational energy of these loose complexes. To obtain the
best estimates for the binding energies in the new database,
we employed the W1 method for most of the nonbonded
complexes, and we also took some theoretical and experi-
mental results from the literature.

W1 theory was developed by Martin and Oliveira, and it
is a method designed to extrapolate to the complete basis
limit of a CCSD(T)89 calculation. Thus W1 theory should
be good enough for obtaining best estimates of binding
energies of these nonbonded complexes. Boese et al.68,80have
already used W1 and W2 theory to calculate best estimates
for some hydrogen bonding dimers, and we will employ W1
theory for several more nonbonded complexes in the present
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work. The strengths and limitations of W1 theory have been
described elsewhere.97,104,107,108,118

2.2. HB6/04 Database.The hydrogen bond database
consists of binding energies of six hydrogen bonding dimers,
namely (NH3)2, (HF)2, (H2O)2, NH3‚‚‚H2O, (HCONH2)2, and
(HCOOH)2. The binding energies of (NH3)2, (HF)2, (H2O)2,
and NH3‚‚‚H2O are taken from Boese and Martin’s80 W2
calculations. The best estimates ofDe for (HCONH2)2 and
(HCOOH)2 are calculated here by the W1 theory. This
database is called the HB6/04 database.

2.3. CT7/04 Database.The charge transfer (CT) database
consists of binding energies of seven charge-transfer com-
plexes, in particular C2H4‚‚‚F2, NH3‚‚‚F2, C2H2‚‚‚ClF, HCN‚
‚‚ClF, NH3‚‚‚Cl2, H2O‚‚‚ClF, and NH3‚‚‚ClF. The best
estimates ofDe for all complexes in the charge-transfer

database are calculated here by the W1 model. This database
is called the CT7/04 database.

2.4. DI6/04 Database.The dipole interaction (DI) database
consists of binding energies of six dipole inteaction com-
plexes: (H2S)2, (HCl)2, HCl‚‚‚H2S, CH3Cl‚‚‚HCl, CH3SH‚
‚‚HCN, and CH3SH‚‚‚HCl. The binding energy of (HCl)2 is
taken from Boese and Martin’s80 W2 calculation. The best
estimates ofDe for the other complexes in the dipole
interaction database are calculated here by the W1 theory.
This database is called the DI6/04 database.

2.5. WI9/04 Database.The weak interaction database
consists of binding energies of weak interaction complexes,
namely HeNe, HeAr, Ne2, NeAr, CH4‚‚‚Ne, C6H6‚‚‚Ne,
(CH4)2, (C2H2)2, and (C2H4)2. The binding energies of HeNe,
HeAr, Ne2, and NeAr are taken from Ogilvie and Wang’s129,130

analysis. The binding energy of C6H6‚‚‚Ne is taken from
Capplelleti et al.’s131 experimental study. The best estimates
of De for CH4‚‚‚Ne, (CH4)2, (C2H2)2, and (C2H4)2 are
calculated by W1 theory. This database is called the WI9/
04 database.

2.6. AE6 Benchmark Database.We parametrized one
new hybrid meta GGA method, namely PBE1KCIS (see
Table 3). It has one parameter, the fractionX of Hartree-
Fock exchange, and this was optimized against the AE6132

benchmark database of atomization energies for six co-
valently bonded nonmetallic molecules. We have previously
used this database as a training set to optimize the
MPW1B95,78 TPSS1KCIS,85 and MPW1KCIS86 methods.75

The AE6 database is listed for reference in the Supporting
Information.

To parametrize the PBE1KCIS model, we optimize the
fraction of Hartree-Fock exchange,X, to minimize the root-
mean-square error (RMSE) for the six data in the AE6
database. The optimizedX parameter for the PBE1KCIS
method is given in Table 3.

2.7. Theoretical Methods Tested.We tested a number
of DFT-type methods against the new four-part (HB6, CT7,
DI6, WI9) nonbonded-interaction database. In particular, we
assessed three LSDAs: SVWN3,5,133 SVWN5,5,133 and SP-
WL.12,133 We tested twelve GGAs: BP86,7,8 BLYP,8,9 BP-
W91,8,11 BPBE,8,22 mPWPBE,22,134 G96LYP,9,20 HCTH,33

mPWLYP,9,29 mPWPW91,29 OLYP,9,49 PBE,22 and XLYP.73

We tested seven meta GGA methods: BB95,21 mPWB95,21,29

Table 1. Components of W1 Calculations for Binding
Energies De (kcal/mol)

complex
SCFa

limit
CCSDb

limit
(T)c

limit
core corr &
relativistic

final
De

Hydrogen Bonding
(HCONH2)2 9.98 3.93 0.97 0.06 14.94
(HCOOH)2 12.05 3.15 0.94 0.00 16.15

Charge Transfer
C2H4‚‚‚F2 -1.24 1.90 0.40 1.06
NH3‚‚‚F2 -1.21 2.45 0.57 1.81
C2H2‚‚‚ClF -0.64 3.47 0.98 3.81
HCN‚‚‚ClF 1.73 2.50 0.64 4.86
NH3‚‚‚Cl2 0.62 3.27 0.98 4.88
H2O‚‚‚ClF 2.33 2.34 0.68 5.36
NH3‚‚‚ClF 2.37 6.34 1.90 10.62

Dipole Interaction
(H2S)2 -0.18 1.51 0.32 0.00 1.65
HCl‚‚‚H2S 0.70 2.14 0.49 0.02 3.35
CH3Cl‚‚‚HCl 0.39 2.57 0.59 3.55
HCN‚‚‚CH3SH 1.53 1.64 0.42 3.59
CH3SH‚‚‚HCl 0.10 3.62 0.43 4.16

Weak Interaction
CH4‚‚‚Ne -0.09 0.27 0.03 0.01 0.22
(CH4)2 -0.53 0.91 0.13 0.00 0.51
(C2H2)2 0.27 0.90 0.19 -0.01 1.34
(C2H4)2 -0.92 1.99 0.35 -0.01 1.42

a Hartree-Fock. b Coupled clusters theory with single and double
excitations. c Quasiperturbative triple excitations.

Table 2. Benchmark Databases of Binding Energies De (kcal/mol) for Hydrogen Bonding (HB), Charge Transfer (CT),
Dipole Interaction (DI), and Weak Interaction (WI)

HB6/04 CT7/04 DI6/04 WI9/04

complex De ref complex De ref complex De ref complex De ref

(NH3)2 3.15 80 C2H4‚‚‚F2 1.06 this work (H2S)2 1.66 this work HeNe 0.04 130
(HF)2 4.57 80 NH3‚‚‚F2 1.81 this work (HCl)2 2.01 80 HeAr 0.06 130
(H2O)2 4.97 80 C2H2‚‚‚ClF 3.81 this work HCl‚‚‚H2S 3.35 this work Ne2 0.08 129
NH3‚‚‚H2O 6.41 80 HCN‚‚‚ClF 4.86 this work CH3Cl‚‚‚HCl 3.55 this work NeAr 0.13 130
(HCONH2)2 14.94 this work NH3‚‚‚Cl2 4.88 this work HCN‚‚‚CH3SH 3.59 this work CH4‚‚‚Ne 0.22 this work
(HCOOH)2 16.15 this work H2O‚‚‚ClF 5.36 this work CH3SH‚‚‚HCl 4.16 this work C6H6‚‚‚Ne 0.47 131

NH3‚‚‚ClF 10.62 this work (CH4)2 0.51 this work
(C2H2)2 1.34 this work
(C2H4)2 1.42 this work

average 8.37 4.63 3.05 0.47
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Table 3. Summary of the DFT Methods Tested (in Chronological Order)

method Xa year type
ex functionalb

corr functionalc refs

SVWN3d 0 1981 LSDA Slater’s local ex 5, 133
VWN no.3

SVWN5e 0 1981 LSDA Slater’s local ex 5, 133, 26
VWN no.5

BP86 0 1988 GGA Becke88 7, 8
Perdew’s 1986 GGA

BLYP 0 1988 GGA Becke88 8, 9
Lee-Yang-Parr

SPWL 0 1992 LSDA Slater’s local ex 12, 133
Perdew-Wang local

BPW91 0 1992 GGA Becke88 8, 11
Perdew-Wang91

B3P86 20 1993 hybrid GGA Becke88 7, 8
Perdew’s 1986 GGA

B3PW91 20 1993 hybrid GGA Becke88 8, 11
Perdew-Wang91

BHandHLYP 50 1993 hybrid GGA Becke88 8, 9, 135
Lee-Yang-Parr

B3LYP 20 1994 hybrid GGA Becke88 8, 9, 15
Lee-Yang-Parr

G96LYP 0 1996 GGA Gill96 9, 20
Lee-Yang-Parr

BB95 0 1996 meta GGA Becke88 8, 21
Becke95

B1B95 28 1996 hybrid meta GGA Becke88 8, 21
Becke95

PBE 0 1996 hybrid GGA PBE ex 22
PBE corr

PBE1PBEf 25 1996 hybrid GGA PBE ex 22
PBE corr

BPBE 0 1996 GGA Becke88 8, 22
PBE corr

mPWPW91g 0 1998 GGA modified PW91 11, 29
Perdew-Wang91

mPW1PW91h 25 1998 hybrid GGA modified PW91 11, 29
Perdew-Wang91

mPWPBE 0 1998 GGA modified PW91 22, 29
PBE corr

mPWLYP 0 1998 GGA modified PW91 9, 29
Lee-Yang-Parr

mPWB95 0 1998 meta GGA modified PW91 21, 29
Becke95

VSXC 0 1998 meta GGA VSXC ex 32
VSXC corr

HCTH 0 1998 GGA HCTH ex 33
HCTH corr

B97-1 21 1998 hybrid GGA B97-1 ex 33
B97-1 corr

B98 21.98 1998 hybrid GGA B98 ex 30
B98 corr

MPW1K 42.8 2000 hybrid GGA modified PW91 29, 24
Perdew-Wang91

B97-2 21 2001 hybrid GGA B97-2 ex 33
B97-2 corr

OLYP 0 2001 GGA OPTX 9, 49, 50
Lee-Yang-Parr

O3LYP 11.61 2001 hybrid GGA OPTX 9, 49, 50
Lee-Yang-Parr

TPSS 0 2003 meta GGA TPSS ex 69, 71
TPSS corr

TPSSh 10 2003 hybrid meta GGA TPSS ex 69, 71
TPSS corr

MPWKCIS 0 2004 hybrid meta GGA modified PW91 21, 37, 38, 60
KCIS corr

PBEKCIS 0 2004 hybrid meta GGA TPSS ex 22, 37, 38, 60
KCIS corr

TPSSKCIS 0 2004 hybrid meta GGA TPSS ex 37, 38, 60, 69, 71
KCIS corr
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mPWKCIS,29,37,38,60,69,71PBEKCIS,22,37,38,60 TPSS,69,71 TP-
SSKCIS,37,38,60,69,71and VSXC.32 We assessed thirteen hybrid
GGA methods: B3LYP,9,14,15 B3P86,7,14 B3PW91,11,14

BHandHLYP,135 B97-1,33 B97-2,53 B98,30 mPW1PW91,29

MPW1K,45 MPW3LYP,9,29,78 O3LYP,49,50 PBE1PBE,22and
X3LYP,73 and we also assessed nine hybrid meta GGA
methods: B1B95,21 BB1K,75 MPW1B95,78 MPWB1K,78

MPW1KCIS,86 MPWKCIS1K,86 PBE1KCIS, TPSS1K-
CIS,37,38,60,69,71,85and TPSSh.69,71

Since the theory behind the various DFT functionals is
explained in the original paper, we refer the readers to the
original references for those details; however, a few com-
ments are needed about these LSDAs. All these use the same
exchange functional, due to Dirac and Slater,133 but they
differ in the correlation functional. Although SVWN3 is
incorporated (apparently by mistake) in the popular B3LYP
functional, it is based upon the inaccurate random phase
approximation for the electron gas of uniform density, where
VWN5 and PWL are more properly (from a theoretical point
of view) based on the homogeneous electron gas results of
Ceperly and Alder.136 The difference between VWN3 and
VWN5 has been discussed, for example, by Hertwig and
Koch.26 A complete summary of all DFT methods considered
in this article is given in Table 3.

We also tested one ab initio WFT method: MP2.87

2.8. Computational Methods.All MP2, W1, and DFT
calculations were carried out using theGaussian03137 and
MOLPRO138 programs, but a few aspects of the calculations
require some comments.

PBE1KCIS is not available with standard keywords in
Gaussian03; the keywords required inGaussian03to carry
out the PBE1KCIS calculation are:

#PBEKCIS
IOp(3/76) 0780002200)
Some workers have had difficulty with SCF convergence

when using the B95 correlation functional, and the usefulness
of the functional has been questioned for this reason.
However, we have discovered the source of this problem,
and it is easily remedied without changing the functional.

In the B95 functional,21 the parallel-spin component of the
correlation energy is given in terms of the uniform electron
gas (UEG) expression by

whereDσ is a function of kinetic energy density and the
reduced gradient density, andFσ is the electron density for
spin σ. This energy expression vanishes when the density
goes to zero, andGaussian03sets it equal to zero when the
Fσ is less than 10-15; however, for values of theFσ in the
range 10-15-10-6, EC

σσ is still negligible, but eq 1 has
numerical instabilities because it is∼0/0. Changing the
criterion for neglectingEC

σσ from a Fσ of 10-15 to a Fσ of
10-6 solves the problem. This can be accomplished by
changing the density tolerance variable DTol in subroutine
bc95ss.f from 10-15 to 10-6. We have checked that this
eliminates problems for counterpoise calculations, ionization
potential calculations, metal-metal bonds, and metal-ligand
bonds. The effect on the computed results is negligible, for
example, an average error of 10-8 hartrees for the data in
Database/364,113and< 10-4 cm-1 for the vibrational frequen-
cies of methanethiol.

All DFT calculations use ultrafine grids inGaussian03.
Except in the final table, which involves DFT geometry

optimization with 20 different functionals, geometries for
all molecules in this paper are optimized at the MC-QCISD/3
level, where MC-QCISD is the multicoefficient QCISD
method,102,113which is one of the most cost efficient of the
multicoefficient correlation methods (MCCMs). Figures 1-4
show the geometries of the complexes studied in the present
paper. All W1 and MP2 calculations use the MC-QCISD/3
geometries, and we also present results for all 44 DFT
methods with these geometries. The MC-QCISD/3 geom-
etries for all monomers and complexes in this paper can be
obtained from the Truhlar group database Web site.139

We tested all DFT methods in Table 3 with three basis
sets: DIDZ (which denotes 6-31+G(d,p)),88 aug-cc-pVTZ,90

Table 3 (Continued)

method Xa year type
ex functionalb

corr functionalc refs

XLYP 0 2004 GGA Becke88+PW91 8, 9, 11, 73
Lee-Yang-Parr

X3LYP 21.8 2004 hybrid GGA Becke88+PW91 8, 9, 11, 73
Lee-Yang-Parr

BB1K 42 2004 hybrid meta GGA Becke88 8, 21, 75
Becke95

MPW3LYP 21 2004 hybrid GGA modified PW91 9, 29, 78
Lee-Yang-Parr

MPW1B95 31 2004 hybrid meta GGA modified PW91 21, 29, 78
Becke95

MPWB1K 44 2004 hybrid meta GGA modified PW91 21, 29, 78
Becke95

TPSS1KCIS 13 2004 hybrid meta GGA TPSS ex 37, 38, 60, 69, 71, 85
KCIS corr

MPW1KCIS 15 2004 hybrid meta GGA modified PW91 21, 37, 38, 60, 86
KCIS corr

MPWKCIS1K 41 2004 hybrid meta GGA modified PW91 21, 37, 38, 60, 86
KCIS corr

PBE1KCIS 22 2005 hybrid meta GGA PBE ex 22, 37, 38, 60, this work
KCIS corr

a X denotes the percentage of HF exchange in the functional. b Upper entry. c Lower entry. d Also called SVWN and SVWNIII. e Also called
SVWN (expression V) where the final V is Roman numeral 5. f Also called PBE0. g Also called mPWPW. h Also called mPW1PW, mPW0, and
MPW25.

EC
σσ )

Dσ

3
5
(6π2)2/3Fσ

5/3
ECσσ

UEG
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and MG3S. The MG3S basis64 is the same as MG3 except
that it omits diffuse functions on hydrogens. MG3 is the
modified99,101 G3Large96 basis set. It is also called the
G3LargeMP299 basis set, and it is the same as 6-311++G-
(3d2f, 2df, 2p)140 for H-Si but improved95 for P-Ar.

2.9. Counterpoise Corrections.For all nonbonded com-
plexes, we perform calculations with and without the
counterpoise corrections141,142for basis set superposition error
(BSSE).

3. Results and Discussion
3.1.W1 Results. Table 1 summarizes the 17 new W1
calculations carried out for the new databases. From this
table, it can be seen that the Hartree-Fock (HF) component
of the calculations underestimates all binding energies; the
magnitudes of CCSD correlation contributions to the binding
energies for the two hydrogen bonding dimers in Table 1
are in a range from 3 to 4 kcal/mol, and those for the seven
charge-transfer complexes are in a range from 1.9 to 6.3 kcal/
mol. The (T) correlation contributes about 1 kcal/mol to the
binding energies for the two hydrogen bonding cases and
from 0.4 to 1.9 kcal/mol for the charge-transfer cases. Note
that HF theory gives negative binding energies for the C2H4‚
‚‚F2, NH3‚‚‚F2, and C2H2‚‚‚ClF complexes, that is, the
complex is not bound at the MC-QCISD/3 geometry.

The magnitudes of CCSD correlation contributions to the
binding energies for the five dipole interaction complexes
are in a range from 1.5 to 3.6 kcal/mol, whereas the
magnitudes of the (T) correlation contributions are in a range
from 0.3 to 0.6 kcal/mol, which makes the (T) contribution
relatively less important for the dipole interaction cases than
for the previous two types. The validity of various DFT
methods might be correlated with the relative importance of
(T) contributions because the relative importance of (T)
contributions might be a rough measure of multireference
character, and some DFT methods are better than others for
multireference cases.

The magnitudes of CCSD correlation contributions to the
binding energies for the four weak interaction complexes
are in a range from 0.3 to 2 kcal/mol, and the magnitudes of
(T) correlation contributions are in a range from 0.0 to 0.4
kcal/mol, again relatively small. Note that HF theory give
negative binding energies for CH4‚‚‚Ne, (CH4)2, and (C2H4)2.
This agrees with Tsuzuki and Luthi’s theoretical study.54

They have shown that HF predicts purely repulsive inter-
molecular potentials for the (CH4)2 and (C2H4)2 dimers.

3.2. Benchmark Databases for Nonbonded Interactions.
The new databases are presented in Table 2. The magnitudes
of the binding energies are in the range 3.2 to 16.2 kcal/mol
for the HB6/04 database, 1.1 to 10.6 kcal/mol for the CT7/
04 database, 1.7 to 4.2 kcal/mol for the DI6/04 database,
and 0.04 to 1.42 kcal/mol for the WI9/04 database. The last
row gives the average binding energy for each type, but we
note that each database in Table 2 contains strong, medium,
and weak complexes for each particular kind of nonbonded
interaction. Furthermore, the CT7/04, DI6/04, and WI9/04
databases contain complexes for the first and second row
atoms. In the WI9/04 database, we have rare gas-rare gas
complexes (HeAr, NeAr, etc.), a rare gas-π interaction
complex (C6H6-Ne), an sp2-sp2 interaction complex
((C2H4)2), ansp-spinteraction complex ((C2H2)2), and a rare
gas-sp3 interaction (CH4-Ne). These diverse data for
nonbonded interactions were especially chosen to be suitable
for testing theoretical methods.

3.3. Tests of Theoretical Methods.The mean errors of
the tested methods are listed in Tables 4-8. In these tables
we tabulate the mean unsigned error (MUE, also called mean
absolute deviation) and mean signed error (MSE). We use
“no-cp” to denote calculations without the counterpoise

Figure 1. Geometries of the dimers in the HB6/04 database.

Figure 2. Geometries of the complexes in the CT7/04
database.

Figure 3. Geometries of the dimers in the DI6/04 database.

Figure 4. Geometries of the dimers in the WI9/04 database.
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correction for the BSSE, and we use “cp” to denote
calculations that do include the counterpoise correction for
the BSSE. The calculated binding energies with the MG3S
basis set are listed in the Supporting Information.

To make it a little easier to put the large number of results
in this paper in perspective, we define the following
quantities:

Our discussion will focusmainly on the highly averaged
MMMUEs and MMMMUEs because they provide measures
of broad usefulness for various kinds of calculations.
Specialists interested in one or another subsets of the results
are invited to make their own comparisons and draw their
own conclusions.

3.3.1. Results for Hydrogen Bonding.Table 4 sum-
marizes the results for the hydrogen bonding calculations.
Among the LSDA and GGA methods, PBE gives the lowest
MMMUE for binding energies in the HB6/04 database.
VSXC is the best meta GGA, B3P86, and PBE1PBE are
the best hybrid GGAs, and PBE1KCIS is the best hybrid
meta GGA for hydrogen bonding calculation. Overall,
PBE1PBE, B3PB86, and PBE give the best performance for
calculating the binding energies for the hydrogen bonding
dimers in the HB6/04 database. This result is consistent with
the results of Ireta and co-workers.82 They used ab initio
pseudopotentials, a plane wave basis set, and periodic
boundary conditions to integrate the Kohn-Sham equations
for the calculation of the energetics of several hydrogen
bonded dimers, and they found that PBE gives very good
accuracy.

From Table 4, we can also see that B3P86 and MPW1K
are the best performers for the DIDZ basis set. Good
performance for the small basis is important because one of
the attractive features of DFT is its applicability to large
systems, for which larger basis sets can be cost prohibitive.
Note that MP2 only works well with the aug-cc-pVTZ basis,
and this will limit its application to large systems.

Table 4 shows that the two DFT methods that contain the
OPTX exchange functional, OLYP and O3LYP, give very
bad results for hydrogen bonding dimers. OLYP is even
worse than LSDA. Note that in one of our previous papers,
we found that OLYP performs well for atomization energy
calculations on chemically bonded systems. From this point
of view, we conclude that the OPTX exchange functional
may have been fitted to a too restricted set of data; anyway
it is not suitable for hydrogen bonding calculation.

3.3.2. Results for Charge Transfer.Table 5 summarizes
the results for the charge-transfer calculations. Among the
LSDA and GGA methods, G96LYP give the lowest MMMUE
for calculating the binding energies in the CT7/04 database.
BB95 is the best meta GGA, BHandHLYP and MPW1K
are the best hybrid GGAs, and MPWB1K is the best hybrid

meta GGA for charge-transfer calculations. Overall, MPWB1K
and MPW1B95 give the best performance for calculating
the binding energies of the charge-transfer complexes, and
both of them outperform MP2. This is encouraging because
MPWB1K and MPW1B95 are among the newest functionals,
and so far they have proved to be good general-purpose
functionals.

Table 5 shows that all LSDA, GGA, and meta GGA
functionals systematically overestimate the binding energies
of the complexes in the CT7/04 database. Ruiz et al.19 have
pointed out that “the wrong asymptotic behavior and the
derivative discontinuity of the exchange and correlation
energy in DFT lead to a reduction of the HOMO-LUMO
gap ...”. The small HOMO-LUMO gap leads to too much
charge transfer and is the ultimate cause of the overestimation
of the strength of the charge-transfer interaction. Inclusion
of HF exchange in the DFT calculation improves the
performance,18 as shown here by the low MMMUE obtained
by some hybrid and hybrid meta GGA methods.

From Table 5, we can see that MPWB1K and BHandH-
LYP are the best performers for the DIDZ basis set.

3.3.3. Results for Dipole Interaction.Table 6 summarizes
the results for the dipole interaction complexes. Among the
LSDA and GGA methods, mPWLYP gives the lowest
MMMUE for calculating the binding energies in the DI6/04
database. PBEKCIS is the best meta GGA, B97-1, and
MPW3LYP are the best hybrid GGAs, and PBE1KCIS is
the best hybrid meta GGA for dipole interaction calculations.
Overall, B97-1 and MPW3LYP give the best performance
for calculating the binding energies for the dipole interaction
complexes in the DI6/04 database.

Since hydrogen bonding interactions and dipole interac-
tions are physically very similar, the good performers for
hydrogen bonding, PBE and PBE1PBE, also work well for
the dipole interaction calculation

From Table 6, we can see that MPW3LYP is the best
performer for the DIDZ basis set.

3.3.4. Results for Weak Interaction.Table 7 summarizes
the results for the weak interaction complexes. PBEKCIS is
the best meta GGA, B97-1 is the best hybrid GGA, and
MPWB1K is the best hybrid meta GGA for weak interac-
tions. Overall, B97-1 and MP2 give the best performance
for calculating the binding energies for the weak interaction
complexes in the WI9/04 database.

In principle, a DFT method can yield the exact ground-
state energy, including long range van der Waals (vdW)
energies. However, in 1998, Kohn et al. pointed out, “the
commonly used LDA and GGA, designed for non-uniform
electron gases, fail to capture the essence of vdW ener-
gies”.143 It seems that this statement is true because the best
method, B97-1, has a mean unsigned error (0.19 kcal/mol)
that is 40% of the mean value of the binding energy (0.47
kcal/mol, see Table 2). However, even MP2 has a 34% error
by this kind of assessment, so from the practical point of
view, DFT is almost competitive in accuracy at a much lower
cost. Other methods with errors of less than 50% are
MPWB1K and MPW1B95. We have recently pointed out78

that the X and mPW exchange functionals have similar

MMUE ) [MUE(no-cp)+ MUE(cp)]/2

MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ)+
MMUE(MG3S)]/3

MMMMUE ) [MMMUE(HB) + MMMUE(CT) +
MMMUE(DI) + MMMUE(WI)]/4
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Table 4. Mean Errors (kcal/mol) for the HB6/04 Databasea,b

DIDZ aug-cc-pVTZ MG3S

MSE MUE MSE MUE MSE MUE

method no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE MMMUE

LSDA

SPWL 4.41 4.29 4.41 4.29 4.35 5.44 4.72 5.44 4.72 5.08 4.64 4.20 4.64 4.20 4.42 4.62

SVWN5 5.45 4.73 5.45 4.73 5.09 4.42 4.30 4.42 4.30 4.36 4.65 4.21 4.65 4.21 4.43 4.63

SVWN3 5.69 4.98 5.69 4.98 5.34 4.67 4.55 4.67 4.55 4.61 4.90 4.46 4.90 4.46 4.68 4.87

GGA

PBE 1.02 0.32 1.09 0.65 0.87 0.01 -0.09 0.26 0.25 0.26 0.22 -0.19 0.45 0.32 0.39 0.50

mPWLYP 0.70 -0.02 1.11 0.88 0.99 -0.29 -0.40 0.50 0.56 0.53 -0.08 -0.49 0.65 0.62 0.64 0.72

mPWPW91 0.23 -0.48 0.85 0.71 0.78 -0.52 -0.96 0.57 0.96 0.77 -0.52 -0.96 0.57 0.96 0.77 0.77

mPWPBE 0.20 -0.52 0.84 0.72 0.78 -0.80 -0.93 0.80 0.93 0.86 -0.56 -1.00 0.60 1.00 0.80 0.82

BP86 0.01 -0.65 0.74 0.78 0.76 -0.90 -1.01 0.90 1.01 0.95 -0.72 -1.10 0.72 1.10 0.91 0.88

XLYP 0.12 -0.56 1.07 0.85 0.96 -0.84 -0.96 0.84 0.96 0.90 -0.65 -1.04 0.74 1.04 0.89 0.92

BLYP -0.42 -1.10 1.04 1.12 1.08 -1.37 -1.48 1.37 1.48 1.42 -1.18 -1.56 1.18 1.56 1.37 1.29

BPW91 -0.90 -1.58 1.13 1.58 1.36 -1.84 -1.97 1.84 1.97 1.91 -1.64 -2.05 1.64 2.05 1.84 1.70

BPBE -0.93 -1.62 1.15 1.62 1.39 -1.89 -2.01 1.89 2.01 1.95 -1.68 -2.09 1.68 2.09 1.88 1.74

HCTH -0.78 -1.51 1.47 1.51 1.49 -1.83 -1.94 1.83 1.94 1.88 -1.68 -2.12 1.68 2.12 1.90 1.76

G96LYP -2.24 -2.87 2.24 2.87 2.55 -3.11 -3.22 3.11 3.22 3.17 -2.95 -3.30 2.95 3.30 3.13 2.95

OLYP -2.67 -3.50 2.67 3.50 3.08 -3.83 -3.95 3.83 3.95 3.89 -3.60 -4.09 3.60 4.09 3.84 3.60

Meta GGA

VSXC 0.26 -0.46 0.70 0.64 0.67 -0.46 -0.59 0.47 0.60 0.54 -0.34 -0.77 0.45 0.79 0.62 0.61

TPSS 0.42 -0.28 0.77 0.60 0.69 -0.59 -0.73 0.59 0.73 0.66 -0.37 -0.82 0.45 0.82 0.63 0.66

PBEKCIS 0.59 -0.09 1.09 0.86 0.98 -0.37 -0.47 0.48 0.54 0.51 -0.19 -0.58 0.62 0.62 0.62 0.70

TPSSKCIS 0.35 -0.36 0.90 0.70 0.80 -0.67 -0.80 0.67 0.80 0.74 -0.46 -0.89 0.55 0.89 0.72 0.75

mPWB95 0.05 -0.65 0.98 0.80 0.89 -0.96 -1.09 0.96 1.09 1.02 -0.72 -1.12 0.72 1.12 0.92 0.94

mPWKCIS -0.22 -0.92 1.05 1.01 1.03 -1.17 -1.30 1.17 1.30 1.24 -0.97 -1.39 0.97 1.39 1.18 1.15

BB95 -1.08 -1.74 1.24 1.74 1.49 -2.04 -2.16 2.04 2.16 2.10 -1.83 -2.21 1.83 2.21 2.02 1.87

Hybrid GGA

B3P86 0.70 0.06 0.83 0.37 0.60 -0.23 -0.34 0.40 0.42 0.41 -0.05 -0.44 0.33 0.44 0.38 0.46

PBE1PBE 1.01 0.33 1.03 0.55 0.79 -0.02 -0.13 0.28 0.27 0.27 0.19 -0.23 0.40 0.28 0.34 0.47

BHandHLYP 0.76 0.14 0.93 0.56 0.74 -0.23 -0.34 0.36 0.40 0.38 -0.04 -0.43 0.42 0.48 0.45 0.52

B97-1 0.75 0.10 0.94 0.71 0.82 -0.21 -0.31 0.29 0.36 0.32 -0.04 -0.43 0.45 0.45 0.45 0.53

MPW1K 0.65 -0.03 0.84 0.45 0.64 -0.40 -0.53 0.44 0.53 0.49 -0.17 -0.61 0.33 0.61 0.47 0.53

X3LYP 0.73 0.08 0.95 0.65 0.80 -0.24 -0.35 0.34 0.41 0.37 -0.05 -0.44 0.45 0.48 0.47 0.55

MPW3LYP 1.04 0.38 1.12 0.69 0.91 0.06 -0.05 0.35 0.34 0.35 0.26 -0.14 0.51 0.41 0.46 0.57

B98 0.54 -0.12 0.87 0.68 0.78 -0.44 -0.54 0.44 0.54 0.49 -0.26 -0.66 0.45 0.66 0.55 0.61

mPW1PW91 0.43 -0.25 0.75 0.54 0.65 -0.58 -0.72 0.58 0.72 0.65 -0.36 -0.79 0.39 0.79 0.59 0.63

B3LYP 0.22 -0.42 0.86 0.69 0.78 -0.73 -0.84 0.73 0.84 0.78 -0.55 -0.93 0.60 0.93 0.76 0.77

B3PW91 -0.26 -0.92 0.78 0.94 0.86 -1.23 -1.35 1.23 1.35 1.29 -1.03 -1.43 1.03 1.43 1.23 1.13

B97-2 -0.43 -1.11 0.95 1.11 1.03 -1.43 -1.55 1.43 1.55 1.49 -1.22 -1.64 1.22 1.64 1.43 1.32

O3LYP -1.86 -2.63 1.86 2.63 2.25 -2.99 -3.10 2.99 3.10 3.04 -2.77 -3.23 2.77 3.23 3.00 2.76

Hybrid Meta GGA

PBE1KCIS 0.59 -0.06 0.93 0.73 0.83 -0.37 -0.48 0.40 0.48 0.44 -0.20 -0.59 0.49 0.59 0.54 0.60

MPWB1K 0.52 -0.13 0.79 0.55 0.67 -0.53 -0.65 0.53 0.65 0.59 -0.31 -0.70 0.41 0.70 0.56 0.61

TPSSh 0.45 -0.24 0.76 0.56 0.66 -0.57 -0.71 0.57 0.71 0.64 -0.36 -0.80 0.41 0.80 0.60 0.63

TPSS1KCIS 0.39 -0.30 0.84 0.65 0.74 -0.63 -0.76 0.63 0.76 0.70 -0.43 -0.86 0.49 0.86 0.67 0.71

MPW1B95 0.34 -0.32 0.79 0.61 0.70 -0.69 -0.81 0.69 0.81 0.75 -0.46 -0.86 0.50 0.86 0.68 0.71

MPWKCIS1K 0.20 -0.45 0.79 0.64 0.72 -0.78 -0.91 0.78 0.91 0.85 -0.59 -1.00 0.59 1.00 0.80 0.79

MPW1KCIS -0.11 -0.78 0.95 0.87 0.91 -1.07 -1.19 1.07 1.19 1.13 -0.87 -1.28 0.87 1.28 1.07 1.04

BB1K -0.18 -0.82 0.72 0.82 0.77 -1.20 -1.56 1.20 1.56 1.38 -0.99 -1.37 0.99 1.37 1.18 1.11

B1B95 -0.52 -1.16 0.89 1.16 1.02 -1.52 -1.63 1.52 1.63 1.58 -1.31 -1.69 1.31 1.69 1.50 1.37

ab Initio WFT

MP2 0.48 -1.20 0.88 1.20 1.04 0.28 -0.44 0.28 0.44 0.36 0.24 -0.93 0.26 0.93 0.60 0.66
a MUE denotes mean unsigned error (also called mean absolute deviation). MSE denotes mean signed error. MMUE ) [MUE(no-cp) +

MUE(cp)]/2. MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ) + MMUE(MG3S)]/3. b We use “no-cp” to denote the calculation without the
counterpoise correction for the BSSE and use “cp” to denote the calculation with the counterpoise correction for the BSSE. DIDZ denotes
6-31+G(d,p) basis.
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Table 5. Mean Errors (kcal/mol) for the CT7/04 Databasea,b

DIDZ aug-cc-pVTZ MG3S

MSE MUE MSE MUE MSE MUE

method no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE MMMUE

LSDA

SPWL 6.41 6.30 6.41 6.30 6.36 7.59 6.89 7.59 6.89 7.24 6.78 6.41 6.78 6.41 6.59 6.73

SVWN5 7.59 6.89 7.59 6.89 7.24 6.42 6.30 6.42 6.30 6.36 6.78 6.41 6.78 6.41 6.60 6.73

SVWN3 7.80 7.10 7.80 7.10 7.45 6.63 6.51 6.63 6.51 6.57 6.99 6.62 6.99 6.62 6.80 6.94

GGA

G96LYP 0.61 0.01 1.59 1.38 1.48 -0.42 -0.51 1.24 1.28 1.26 -0.18 -0.46 1.20 1.28 1.24 1.33

HCTH 1.77 1.17 2.04 1.59 1.81 0.71 0.63 1.26 1.25 1.26 0.94 0.63 1.31 1.22 1.26 1.45

BPBE 1.88 1.28 2.13 1.60 1.87 0.79 0.69 1.21 1.18 1.19 1.12 0.79 1.37 1.22 1.29 1.45

BPW91 1.92 1.32 2.15 1.63 1.89 0.83 0.73 1.22 1.19 1.20 1.16 0.83 1.39 1.23 1.31 1.47

OLYP 0.03 -0.60 1.77 1.55 1.66 -1.10 -1.18 1.56 1.59 1.58 -0.78 -1.14 1.57 1.58 1.57 1.60

BLYP 2.46 1.83 2.48 1.94 2.21 1.36 1.28 1.43 1.38 1.41 1.63 1.32 1.67 1.42 1.54 1.72

BP86 2.80 2.19 2.80 2.23 2.52 1.74 1.64 1.74 1.68 1.71 2.03 1.71 2.03 1.73 1.88 2.03

XLYP 2.98 2.33 2.98 2.33 2.66 1.85 1.77 1.85 1.77 1.81 2.14 1.82 2.14 1.82 1.98 2.15

mPWPBE 2.98 2.35 2.98 2.37 2.68 1.83 1.74 1.83 1.77 1.80 2.21 1.85 2.21 1.85 2.03 2.17

mPWPW91 3.02 2.40 3.02 2.40 2.71 2.25 1.89 2.25 1.89 2.07 2.25 1.89 2.25 1.89 2.07 2.28

mPWLYP 3.55 2.89 3.55 2.89 3.22 2.40 2.32 2.40 2.32 2.36 2.70 2.37 2.70 2.37 2.54 2.71

PBE 3.76 3.14 3.76 3.14 3.45 2.63 2.55 2.63 2.55 2.59 2.95 2.63 2.95 2.63 2.79 2.94

Meta GGA

BB95 2.09 1.49 2.26 1.74 2.00 0.98 1.28 1.27 1.36 1.31 1.30 0.99 1.48 1.27 1.38 1.56

mPWKCIS 2.63 2.01 2.63 2.10 2.36 1.52 1.43 1.57 1.52 1.55 1.84 1.50 1.85 1.58 1.71 1.87

TPSSKCIS 2.91 2.32 2.91 2.32 2.61 1.82 1.74 1.82 1.74 1.78 2.17 1.84 2.17 1.84 2.01 2.13

TPSS 2.91 2.34 2.91 2.34 2.63 1.84 1.74 1.84 1.74 1.79 2.20 1.86 2.20 1.86 2.03 2.15

mPWB95 3.18 2.56 3.18 2.56 2.87 2.02 1.94 2.02 1.94 1.98 2.38 2.05 2.38 2.05 2.21 2.36

PBEKCIS 3.42 2.79 3.42 2.79 3.10 2.31 2.23 2.31 2.23 2.27 2.58 2.27 2.58 2.27 2.43 2.60

VSXC 3.61 3.05 3.61 3.05 3.33 2.55 2.47 2.55 2.47 2.51 2.84 2.53 2.84 2.53 2.68 2.84

Hybrid GGA

BHandHLYP 0.31 -0.23 0.74 0.44 0.59 -0.67 -0.77 0.67 0.77 0.72 -0.42 -0.73 0.42 0.73 0.58 0.63

MPW1K 0.53 -0.03 0.94 0.69 0.81 -0.54 -0.65 0.63 0.70 0.67 -0.21 -0.56 0.44 0.66 0.55 0.68

mPW1PW91 1.26 0.68 1.38 0.91 1.15 0.19 0.08 0.51 0.52 0.51 0.53 0.18 0.65 0.51 0.58 0.75

B97-2 0.65 0.08 1.12 0.79 0.96 -0.42 -0.52 0.65 0.71 0.68 -0.10 -0.43 0.56 0.67 0.61 0.75

B3LYP 1.38 0.79 1.45 1.02 1.24 0.35 0.26 0.54 0.54 0.54 0.61 0.30 0.71 0.54 0.63 0.80

B3PW91 0.89 0.32 1.29 0.92 1.11 -0.14 -0.25 0.66 0.72 0.69 0.17 -0.17 0.64 0.69 0.66 0.82

X3LYP 1.73 1.14 1.73 1.18 1.46 0.69 0.61 0.70 0.65 0.67 0.96 0.65 0.96 0.68 0.82 0.98

B98 1.63 1.05 1.66 1.16 1.41 0.60 0.51 0.68 0.63 0.65 0.87 0.55 0.91 0.66 0.79 0.95

PBE1PBE 1.80 1.22 1.80 1.26 1.53 0.74 0.64 0.76 0.70 0.73 1.04 0.71 1.04 0.75 0.90 1.05

B3P86 1.79 1.22 1.79 1.28 1.54 0.78 0.67 0.84 0.80 0.82 1.05 0.73 1.05 0.83 0.94 1.10

B97-1 1.95 1.37 1.95 1.39 1.67 0.91 0.83 0.91 0.86 0.89 1.17 0.86 1.17 0.89 1.03 1.20

O3LYP -0.21 -0.81 1.33 1.17 1.25 -1.30 -1.38 1.38 1.44 1.41 -0.99 -1.34 1.20 1.41 1.30 1.32

MPW3LYP 2.16 1.56 2.16 1.56 1.86 1.10 1.01 1.10 1.01 1.06 1.39 1.06 1.39 1.06 1.22 1.38

Hybrid Meta GGA

MPWB1K 0.61 0.07 0.84 0.50 0.67 -0.45 -0.55 0.45 0.55 0.50 -0.12 -0.45 0.24 0.45 0.34 0.50

MPW1B95 1.11 0.54 1.20 0.74 0.97 0.03 -0.06 0.31 0.33 0.32 0.36 0.04 0.47 0.31 0.39 0.56

B1B95 0.46 -0.09 1.00 0.68 0.84 -0.58 -0.68 0.71 0.76 0.73 -0.27 -0.59 0.53 0.72 0.62 0.73

MPWKCIS1K 0.21 -0.34 0.79 0.55 0.67 -0.80 -0.91 0.80 0.91 0.86 -0.52 -0.85 0.52 0.85 0.69 0.74

BB1K 0.05 -0.48 0.75 0.63 0.69 -0.98 -1.09 0.98 1.09 1.04 -0.68 -1.00 0.68 1.00 0.84 0.86

PBE1KCIS 1.64 1.06 1.64 1.14 1.39 0.61 0.52 0.66 0.61 0.63 0.87 0.56 0.89 0.63 0.76 0.93

MPW1KCIS 1.46 0.87 1.59 1.12 1.36 0.39 0.30 0.68 0.68 0.68 0.70 0.37 0.85 0.68 0.77 0.93

TPSS1KCIS 1.90 1.34 1.93 1.43 1.68 0.85 0.77 0.94 0.88 0.91 1.18 0.85 1.22 0.95 1.08 1.22

TPSSh 2.13 1.57 2.13 1.64 1.89 1.08 0.98 1.14 1.08 1.11 1.43 1.09 1.44 1.16 1.30 1.43

ab Initio WFT

MP2 0.59 -1.00 0.71 1.00 0.86 0.65 0.16 0.65 0.25 0.45 0.73 -0.21 0.73 0.26 0.49 0.60
a MUE denotes mean unsigned error (also called mean absolute deviation). MSE denotes mean signed error. MMUE ) [MUE(no-cp) +

MUE(cp)]/2. MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ) + MMUE(MG3S)]/3. b We use “no-cp” to denote the calculation without the
counterpoise correction for the BSSE and use “cp” to denote the calculation with the counterpoise correction for the BSSE. DIDZ denotes
6-31+G(d,p) basis.
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Table 6. Mean Errors (kcal/mol) for the DI6/04 Databasea,b

DIDZ aug-cc-pVTZ MG3S

MSE MUE MSE MUE MSE MUE

method no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE MMMUE

LSDA

SPWL 2.89 2.77 2.89 2.77 2.83 3.27 2.95 3.27 2.95 3.11 2.93 2.73 2.93 2.73 2.83 2.93

SVWN5 3.27 2.95 3.27 2.95 3.11 2.89 2.77 2.89 2.77 2.83 2.93 2.73 2.93 2.73 2.83 2.93

SVWN3 3.42 3.11 3.42 3.11 3.27 3.05 2.93 3.05 2.93 2.99 3.08 2.89 3.08 2.89 2.98 3.08

GGA

mPWLYP 0.17 -0.07 0.43 0.44 0.44 -0.19 -0.26 0.39 0.41 0.40 -0.11 -0.30 0.38 0.41 0.39 0.41

PBE 0.67 0.39 0.68 0.54 0.61 0.31 0.24 0.42 0.41 0.42 0.38 0.20 0.46 0.40 0.43 0.49

mPWPW91 0.01 -0.27 0.58 0.61 0.60 -0.28 -0.47 0.56 0.59 0.57 -0.28 -0.47 0.56 0.59 0.57 0.58

HCTH -0.31 -0.53 0.44 0.53 0.49 -0.63 -0.68 0.63 0.68 0.66 -0.55 -0.71 0.55 0.71 0.63 0.59

mPWPBE -0.01 -0.30 0.59 0.63 0.61 -0.36 -0.46 0.58 0.60 0.59 -0.30 -0.49 0.57 0.61 0.59 0.60

XLYP -0.29 -0.53 0.55 0.58 0.56 -0.65 -0.72 0.65 0.72 0.68 -0.58 -0.76 0.58 0.76 0.67 0.64

BP86 -0.21 -0.49 0.68 0.71 0.69 -0.58 -0.67 0.68 0.74 0.71 -0.54 -0.71 0.66 0.76 0.71 0.71

BLYP -0.70 -0.95 0.70 0.95 0.82 -1.06 -1.13 1.06 1.13 1.10 -1.00 -1.18 1.00 1.18 1.09 1.00

BPW91 -0.87 -1.15 0.88 1.15 1.02 -1.21 -1.32 1.21 1.32 1.27 -1.17 -1.35 1.17 1.35 1.26 1.18

BPBE -0.89 -1.18 0.90 1.18 1.04 -1.24 -1.34 1.24 1.34 1.29 -1.19 -1.38 1.19 1.38 1.29 1.20

OLYP -2.14 -2.39 2.14 2.39 2.26 -2.46 -2.51 2.46 2.51 2.48 -2.35 -2.53 2.35 2.53 2.44 2.40

G96LYP -2.25 -2.49 2.25 2.49 2.37 -2.61 -2.69 2.61 2.69 2.65 -2.57 -2.74 2.57 2.74 2.65 2.56

Meta GGA

PBEKCIS 0.43 0.18 0.54 0.46 0.50 0.07 0.01 0.35 0.37 0.36 0.14 -0.03 0.37 0.37 0.37 0.41

TPSSKCIS 0.00 -0.27 0.52 0.54 0.53 -0.34 -0.40 0.49 0.51 0.50 -0.26 -0.43 0.49 0.52 0.50 0.51

mPWB95 -0.02 -0.27 0.51 0.54 0.52 -0.38 -0.45 0.52 0.56 0.54 -0.29 -0.47 0.48 0.57 0.52 0.53

TPSS -0.03 -0.32 0.53 0.56 0.55 -0.35 -0.44 0.52 0.54 0.53 -0.29 -0.46 0.52 0.56 0.54 0.54

mPWKCIS -0.25 -0.51 0.56 0.59 0.58 -0.60 -0.69 0.61 0.69 0.65 -0.54 -0.72 0.57 0.72 0.65 0.62

VSXC 1.21 0.98 1.21 0.98 1.10 1.14 1.08 1.15 1.11 1.13 1.10 0.95 1.10 1.02 1.06 1.10

BB95 -0.90 -1.15 0.90 1.15 1.02 -1.26 -1.33 1.26 1.33 1.29 -1.18 -1.35 1.18 1.35 1.27 1.19

Hybrid GGA

B97-1 0.41 0.14 0.48 0.37 0.42 0.06 0.00 0.28 0.30 0.29 0.09 -0.06 0.28 0.30 0.29 0.33

MPW3LYP 0.15 -0.10 0.36 0.36 0.36 -0.19 -0.26 0.32 0.34 0.33 -0.14 -0.30 0.31 0.36 0.34 0.34

B98 0.15 -0.12 0.41 0.39 0.40 -0.20 -0.27 0.35 0.37 0.36 -0.17 -0.32 0.34 0.40 0.37 0.38

PBE1PBE 0.35 0.05 0.47 0.42 0.45 -0.02 -0.09 0.36 0.38 0.37 0.03 -0.13 0.35 0.38 0.37 0.39

X3LYP -0.14 -0.39 0.42 0.44 0.43 -0.48 -0.54 0.48 0.54 0.51 -0.43 -0.59 0.45 0.59 0.52 0.49

B3P86 0.03 -0.27 0.52 0.55 0.53 -0.34 -0.44 0.50 0.55 0.53 -0.32 -0.49 0.50 0.57 0.54 0.53

MPW1K -0.15 -0.49 0.43 0.51 0.47 -0.53 -0.62 0.53 0.62 0.58 -0.51 -0.67 0.52 0.67 0.60 0.55

mPW1PW91 -0.13 -0.44 0.50 0.53 0.51 -0.49 -0.59 0.55 0.60 0.57 -0.46 -0.63 0.53 0.63 0.58 0.55

BHandHLYP -0.44 -0.72 0.44 0.72 0.58 -0.77 -0.83 0.77 0.83 0.80 -0.75 -0.89 0.75 0.89 0.82 0.73

B3LYP -0.48 -0.74 0.52 0.74 0.63 -0.82 -0.89 0.82 0.89 0.86 -0.78 -0.94 0.78 0.94 0.86 0.78

B97-2 -0.55 -0.83 0.58 0.83 0.71 -0.91 -0.98 0.91 0.98 0.94 -0.87 -1.02 0.87 1.02 0.94 0.86

B3PW91 -0.64 -0.94 0.69 0.94 0.82 -1.00 -1.10 1.00 1.10 1.05 -0.97 -1.14 0.97 1.14 1.06 0.97

O3LYP -1.73 -1.99 1.73 1.99 1.86 -2.06 -2.10 2.06 2.10 2.08 -1.97 -2.13 1.97 2.13 2.05 2.00

Hybrid Meta GGA

PBE1KCIS 0.14 -0.14 0.40 0.37 0.39 -0.22 -0.27 0.33 0.36 0.34 -0.17 -0.32 0.32 0.38 0.35 0.36

TPSS1KCIS -0.09 -0.37 0.47 0.50 0.49 -0.43 -0.50 0.49 0.53 0.51 -0.37 -0.53 0.46 0.55 0.50 0.50

MPWB1K -0.18 -0.47 0.36 0.48 0.42 -0.55 -0.55 0.55 0.55 0.55 -0.50 -0.65 0.50 0.65 0.57 0.52

MPW1B95 -0.17 -0.45 0.41 0.49 0.45 -0.54 -0.60 0.54 0.60 0.57 -0.48 -0.63 0.50 0.63 0.56 0.53

TPSSh -0.09 -0.39 0.50 0.53 0.52 -0.42 -0.51 0.51 0.56 0.54 -0.38 -0.54 0.49 0.58 0.54 0.53

MPW1KCIS -0.35 -0.63 0.51 0.63 0.57 -0.71 -0.78 0.71 0.78 0.75 -0.66 -0.82 0.66 0.82 0.74 0.69

MPWKCIS1K -0.42 -0.72 0.44 0.72 0.58 -0.78 -0.85 0.78 0.85 0.81 -0.75 -0.90 0.75 0.90 0.83 0.74

BB1K -0.69 -0.98 0.69 0.98 0.84 -1.06 -1.13 1.06 1.13 1.09 -1.02 -1.16 1.02 1.16 1.09 1.01

B1B95 -0.80 -1.07 0.80 1.07 0.94 -1.16 -1.23 1.16 1.23 1.20 -1.11 -1.26 1.11 1.26 1.19 1.11

ab Initio WFT

MP2 -0.23 -1.41 0.23 1.41 0.82 0.74 0.22 0.74 0.22 0.48 0.45 -0.08 0.45 0.25 0.35 0.55
a MUE denotes mean unsigned error (also called mean absolute deviation). MSE denotes mean signed error. MMUE ) [MUE(no-cp) +

MUE(cp)]/2. MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ) + MMUE(MG3S)]/3. b We use “no-cp” to denote the calculation without the
counterpoise correction for the BSSE and use “cp” to denote the calculation with the counterpoise correction for the BSSE. DIDZ denotes
6-31+G(d,p) basis.

424 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Zhao and Truhlar



Table 7. Mean Errors (kcal/mol) for the WI9/04 Databasea,b

DIDZ aug-cc-pVTZ MG3S

MSE MUE MSE MUE MSE MUE

method no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE MMMUE

LSDA

SPWL 0.42 0.38 0.42 0.38 0.40 0.47 0.33 0.47 0.33 0.40 0.44 0.36 0.44 0.36 0.40 0.40

SVWN5 0.47 0.33 0.47 0.33 0.40 0.41 0.38 0.41 0.38 0.40 0.44 0.36 0.44 0.36 0.40 0.40

SVWN3 0.51 0.38 0.51 0.38 0.44 0.46 0.42 0.46 0.42 0.44 0.49 0.40 0.49 0.40 0.44 0.44

GGA

PBE -0.11 -0.26 0.30 0.29 0.30 -0.23 -0.26 0.26 0.28 0.27 -0.19 -0.26 0.26 0.28 0.27 0.28

HCTH 0.11 -0.04 0.43 0.35 0.39 0.02 -0.01 0.33 0.33 0.33 0.02 -0.05 0.39 0.34 0.36 0.36

mPWLYP -0.08 -0.25 0.46 0.40 0.43 -0.22 -0.26 0.38 0.39 0.38 -0.17 -0.24 0.39 0.39 0.39 0.40

mPWPW91 -0.40 -0.55 0.54 0.56 0.55 -0.47 -0.55 0.49 0.56 0.52 -0.47 -0.55 0.49 0.56 0.52 0.53

mPWPBE -0.41 -0.57 0.55 0.57 0.56 -0.55 -0.58 0.55 0.59 0.57 -0.48 -0.57 0.50 0.57 0.53 0.56

XLYP -0.41 -0.58 0.55 0.58 0.56 -0.55 -0.58 0.55 0.58 0.57 -0.50 -0.57 0.51 0.57 0.54 0.56

BLYP -0.67 -0.84 0.75 0.84 0.80 -0.81 -0.84 0.81 0.84 0.83 -0.77 -0.84 0.77 0.84 0.80 0.81

OLYP -0.72 -0.91 0.94 0.95 0.94 -0.90 -0.93 0.92 0.95 0.93 -0.83 -0.92 0.88 0.94 0.91 0.93

BP86 -0.83 -0.98 0.84 0.98 0.91 -0.94 -0.97 0.94 0.97 0.95 -0.90 -0.98 0.90 0.98 0.94 0.93

BPW91 -0.98 -1.13 0.99 1.13 1.06 -1.11 -1.15 1.11 1.15 1.13 -1.05 -1.14 1.05 1.14 1.09 1.09

BPBE -1.00 -1.15 1.01 1.15 1.08 -1.12 -1.16 1.12 1.16 1.14 -1.06 -1.15 1.06 1.15 1.11 1.11

G96LYP -1.78 -1.94 1.78 1.94 1.86 -1.90 -1.94 1.90 1.94 1.92 -1.86 -1.95 1.86 1.95 1.90 1.89

Meta GGA

PBEKCIS -0.06 -0.21 0.30 0.27 0.29 -0.18 -0.21 0.26 0.27 0.26 -0.15 -0.22 0.26 0.27 0.27 0.27

mPWB95 -0.17 -0.33 0.35 0.35 0.35 -0.29 -0.32 0.31 0.34 0.33 -0.23 -0.31 0.27 0.32 0.30 0.32

TPSSKCIS -0.28 -0.42 0.42 0.43 0.43 -0.39 -0.42 0.41 0.43 0.42 -0.33 -0.42 0.39 0.43 0.41 0.42

TPSS -0.35 -0.48 0.46 0.48 0.47 -0.45 -0.49 0.46 0.49 0.48 -0.39 -0.48 0.42 0.48 0.45 0.47

mPWKCIS -0.37 -0.52 0.53 0.54 0.53 -0.50 -0.53 0.51 0.54 0.53 -0.44 -0.52 0.48 0.53 0.50 0.52

BB95 -0.76 -0.91 0.79 0.91 0.85 -0.87 -0.91 0.87 0.91 0.89 -0.82 -0.90 0.82 0.90 0.86 0.87

VSXC 1.52 1.37 1.62 1.49 1.55 1.66 1.63 1.73 1.71 1.72 1.55 1.48 1.65 1.61 1.63 1.64

Hybrid GGA

B97-1 -0.06 -0.19 0.20 0.20 0.20 -0.15 -0.18 0.18 0.20 0.19 -0.11 -0.18 0.18 0.20 0.19 0.19

B98 -0.17 -0.30 0.28 0.30 0.29 -0.26 -0.29 0.27 0.30 0.29 -0.22 -0.29 0.25 0.30 0.28 0.28

PBE1PBE -0.18 -0.31 0.28 0.31 0.30 -0.27 -0.30 0.28 0.31 0.29 -0.22 -0.30 0.25 0.30 0.28 0.29

MPW3LYP -0.07 -0.21 0.36 0.32 0.34 -0.18 -0.21 0.29 0.30 0.30 -0.12 -0.20 0.31 0.30 0.31 0.32

X3LYP -0.28 -0.42 0.40 0.42 0.41 -0.39 -0.42 0.39 0.42 0.41 -0.34 -0.41 0.36 0.41 0.38 0.40

BHandHLYP -0.32 -0.44 0.38 0.44 0.41 -0.40 -0.43 0.40 0.43 0.42 -0.34 -0.42 0.35 0.42 0.39 0.41

MPW1K -0.35 -0.47 0.41 0.47 0.44 -0.44 -0.48 0.44 0.48 0.46 -0.37 -0.47 0.38 0.47 0.42 0.44

mPW1PW91 -0.37 -0.50 0.47 0.51 0.49 -0.48 -0.52 0.48 0.52 0.50 -0.12 -0.50 0.71 0.50 0.61 0.53

B97-2 -0.46 -0.58 0.53 0.58 0.56 -0.56 -0.60 0.56 0.60 0.58 -0.50 -0.59 0.50 0.59 0.54 0.56

B3LYP -0.49 -0.63 0.56 0.63 0.60 -0.60 -0.63 0.60 0.63 0.62 -0.55 -0.62 0.55 0.62 0.59 0.60

B3P86 -0.60 -0.72 0.60 0.72 0.66 -0.67 -0.71 0.67 0.71 0.69 -0.63 -0.72 0.63 0.72 0.67 0.68

O3LYP -0.61 -0.77 0.79 0.80 0.80 -0.77 -0.79 0.78 0.80 0.79 -0.70 -0.78 0.74 0.80 0.77 0.79

B3PW91 -0.76 -0.89 0.77 0.89 0.83 -0.86 -0.89 0.86 0.89 0.88 -0.80 -0.89 0.80 0.89 0.84 0.85

Hybrid Meta GGA

MPWB1K -0.13 -0.25 0.22 0.25 0.23 -0.21 -0.24 0.22 0.25 0.23 -0.14 -0.23 0.16 0.23 0.20 0.22

MPW1B95 -0.15 -0.27 0.26 0.28 0.27 -0.24 -0.27 0.25 0.28 0.26 -0.17 -0.25 0.20 0.26 0.23 0.25

PBE1KCIS -0.13 -0.26 0.28 0.27 0.28 -0.22 -0.25 0.25 0.27 0.26 -0.18 -0.25 0.25 0.27 0.26 0.27

TPSS1KCIS -0.28 -0.41 0.40 0.42 0.41 -0.38 -0.41 0.40 0.42 0.41 -0.33 -0.41 0.37 0.41 0.39 0.40

MPWKCIS1K -0.33 -0.44 0.41 0.45 0.43 -0.41 -0.45 0.42 0.45 0.43 -0.35 -0.44 0.37 0.44 0.41 0.42

TPSSh -0.35 -0.48 0.44 0.48 0.46 -0.45 -0.48 0.45 0.48 0.47 -0.39 -0.48 0.40 0.48 0.44 0.45

MPW1KCIS -0.36 -0.49 0.48 0.50 0.49 -0.47 -0.50 0.48 0.51 0.49 -0.41 -0.49 0.44 0.50 0.47 0.48

BB1K -0.47 -0.59 0.48 0.59 0.54 -0.55 -0.58 0.55 0.58 0.57 -0.49 -0.57 0.49 0.57 0.53 0.54

B1B95 -0.57 -0.70 0.59 0.70 0.64 -0.66 -0.69 0.66 0.69 0.68 -0.60 -0.68 0.60 0.68 0.64 0.65

ab Initio WFT

MP2 -0.02 -0.38 0.12 0.38 0.25 0.12 -0.03 0.12 0.07 0.10 0.07 -0.17 0.09 0.17 0.13 0.16
a MUE denotes mean unsigned error (also called mean absolute deviation). MSE denotes mean signed error. MMUE ) [MUE(no-cp) +

MUE(cp)]/2. MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ) + MMUE(MG3S)]/3. b We use “no-cp” to denote the calculation without the
counterpoise correction for the BSSE and use “cp” to denote the calculation with the counterpoise correction for the BSSE. DIDZ denotes
6-31+G(d,p) basis.
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behavior in the large reduced-gradient region (which corre-
sponds to the polarizable low-density outer fringe of atoms
and molecules) and that seems to account for their good
behavior for nonbonded interactions. Table 7 bears this out:
mPWLYP and XLYP are better than BLYP, mPWB95 is
better than BB95, MPW3LYP and X3LYP are better than
B3LYP, MPWB1K is better than BB1K, and MPW1B95 is
better than B1B95.

From Table 7, we can see that B97-1 is the best performer
for the DIDZ basis set.

3.4. Overall Results. Table 8 is a summary of the
performance of the tested methods for nonbonded interac-
tions. The rank order is according to the final column, which
is the average of the four database columns included in this
table. Clearly the exact position in the ranking is not as
meaningful as the general trends, but it provides a way to
organize the discussion. The five smallest average errors for
each of the individual databases and the 10 smallest average
errors overall are in bold.

From Table 8, we can see that the best performers for
hydrogen bonding are PBE, PBE1PBE, B3P86, MPW1K,
B97-1, and X3LYP. The best performers for charge-transfer
interaction are MPWB1K, MP2, MPW1B95, MPW1K, and
B1B95. The best performers for dipole interaction are
MPW3LYP, B97-1, PBE1KCIS, B98, and PBE1PBE. The
best performers for weak interaction are MP2, B97-1,
MPWB1K, MPW1B95, and PBE1KCIS.

Using MMMMUE in Table 8 as the overall, summarizing
measure of quality for nonbonded interactions, we can see
that MPWB1K is the best of all the tested DFT methods,
and MPW1K is the best of the tested DFT methods that do
not contain kinetic energy density. Both of these DFT
methods have three bold entries. B97-1 has four bold entries,
but it is only 27% better than average of all 44 DFT methods
for charge-transfer complexes (the averages are in the last
row of the table).

LSDA, PBE, and TPSS are the first three rungs of
Perdew’s nonempirical Jacob’s ladder51,61,71 for organizing
DFT approximations. Perdew, Scuseria, and co-workers have
recently made extensive comparisons of LSDA, PBE, and
TPSS for atoms, molecules, solids, and surfaces.69,71,82 In
every case, TPSS was either significantly better than the other
two nonempirical functionals or about the same as the better
of the other. Recently we also found this pattern holds for
barrier height calculations.86 From Table 8, we can see that
this pattern also holds for nonbonded interaction calculations
in general, even though it does not hold for hydrogen
bonding. As we climb the nonempirical ladder, the non-
bonded interaction calculations improve significantly from
LSDA to PBE (MMMMUE reduces from 3.67 to 1.05 kcal/
mol) but only improve slightly from PBE to TPSS
(MMMMUE reduces from 1.05 to 0.95 kcal/mol).

Averaging the four averages in Table 2 yields 4.13 kcal/
mol for a mean binding energy characterizing the tests in
this paper. The smallest error in Table 8, namely 0.46 kcal/
mol, is only 11% of this. This is quite good, especially
considering that DFT is often described as inaccurate for
nonbonded interactions. The same calculation yield an 18%

error for B3LYP, which is the most popular DFT functional,
and 93% for the least accurate method (SVWN3) in Table
8.

Progress in DFT can be gauged by a statistical analysis
of the 14 DFT methods that perform better than the popular
B3LYP method in Table 8. We find two methods from 1993

Table 8. Overall Results (kcal/mol)a

MMMUE

rank method HB CT DI WI MMMMUEb

1 MPWB1K 0.61 0.50 0.52 0.22 0.46
2 MP2 0.66 0.60 0.55 0.16 0.49
3 MPW1B95 0.71 0.56 0.53 0.25 0.51
4 PBE1KCIS 0.60 0.93 0.36 0.27 0.54
5 MPW1K 0.53 0.68 0.55 0.44 0.55
6 PBE1PBE 0.47 1.05 0.39 0.29 0.55
7 B98 0.61 0.95 0.38 0.28 0.55
8 B97-1 0.53 1.20 0.33 0.19 0.56
9 BHandHLYP 0.52 0.63 0.73 0.41 0.57

10 X3LYP 0.55 0.98 0.49 0.40 0.60
11 mPW1PW91 0.63 0.75 0.55 0.53 0.62
12 MPW3LYP 0.57 1.38 0.34 0.32 0.65
13 MPWKCIS1K 0.79 0.74 0.74 0.42 0.67
14 B3P86 0.46 1.10 0.53 0.68 0.69
15 TPSS1KCIS 0.71 1.22 0.50 0.40 0.71
16 B3LYP 0.77 0.80 0.78 0.60 0.74
17 TPSSh 0.63 1.43 0.53 0.45 0.76
18 MPW1KCIS 1.04 0.93 0.69 0.48 0.79
19 B97-2 1.32 0.75 0.86 0.56 0.87
20 BB1K 1.11 0.86 1.01 0.54 0.88
21 B3PW91 1.13 0.82 0.97 0.85 0.94
22 TPSS 0.66 2.15 0.54 0.47 0.95
23 TPSSKCIS 0.75 2.13 0.51 0.42 0.95
24 B1B95 1.37 0.73 1.11 0.65 0.96
25 PBEKCIS 0.70 2.60 0.41 0.27 1.00
26 mPWPBE 0.82 2.17 0.60 0.56 1.03
27 mPWB95 0.94 2.36 0.53 0.32 1.04
28 HCTH 1.76 1.45 0.59 0.36 1.04
29 mPWPW91 0.77 2.28 0.58 0.53 1.04
30 mPWKCIS 1.15 1.87 0.62 0.52 1.04
31 PBE 0.50 2.94 0.49 0.28 1.05
32 mPWLYP 0.72 2.71 0.41 0.40 1.06
33 XLYP 0.92 2.15 0.64 0.56 1.06
34 BP86 0.88 2.03 0.71 0.93 1.14
35 BLYP 1.29 1.72 1.00 0.81 1.21
36 BPW91 1.70 1.47 1.18 1.09 1.36
37 BB95 1.87 1.56 1.19 0.87 1.37
38 BPBE 1.74 1.45 1.20 1.11 1.38
39 VSXC 0.61 2.84 1.10 1.64 1.55
40 O3LYP 2.76 1.32 2.00 0.79 1.72
41 OLYP 3.60 1.60 2.40 0.93 2.13
42 G96LYP 2.95 1.33 2.56 1.89 2.18
43 SPWL 4.62 6.73 2.93 0.40 2.75
44 SVWN5 4.63 6.73 2.93 0.40 3.67
45 SVWN3 4.87 6.94 3.08 0.44 3.83

average 1.28 1.78 0.92 0.56 1.14
a MMMUE ) [MMUE(DIDZ) + MMUE(aug-cc-pVTZ) + MMUE(MG-

3S)]/3 and MMUE defined in the text and also in the footnote of Tables
4-7. MMMMUE is defined as MMMMUE ) [MMMUE(HB) +
MMMUE(CT) + MMMUE(DI) + MMMUE(WI)]/4. b All mean errors are
computed from unrounded results, and the ranking is determined prior
to rounding.
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Table 9. Comparison of Mean Errors by Different Geometriesa,b

MC-QCISD geometries consistently optimized geometries

MSE MUE MSE MUE max. errorc

methods no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE errord complexe BSSE f

HB6/04
B3LYP -0.55 -0.93 0.60 0.93 0.76 -0.52 -0.90 0.58 0.90 0.74 -2.22 (HCONH2)2 cp
B97-1 -0.04 -0.43 0.45 0.45 0.45 -0.02 -0.41 0.44 0.44 0.44 -1.45 (HCONH2)2 cp
B97-2 -1.22 -1.64 1.22 1.64 1.43 -1.22 -1.63 1.22 1.63 1.43 -3.29 (HCONH2)2 cp
B98 -0.26 -0.66 0.45 0.66 0.55 -0.24 -0.64 0.45 0.64 0.54 -1.83 (HCONH2)2 cp
BLYP -1.18 -1.56 1.18 1.56 1.37 -1.08 -1.46 1.08 1.46 1.27 -3.15 (HCONH2)2 cp
HCTH -1.68 -2.12 1.68 2.12 1.90 -1.56 -1.95 1.56 1.95 1.76 -4.60 (HCOOH)2 cp
MP2 0.24 -0.93 0.26 0.93 0.60 0.24 -0.91 0.27 0.91 0.59 -2.04 (HCOOH)2 cp
MPW1B95 -0.46 -0.86 0.50 0.86 0.68 -0.47 -0.86 0.51 0.86 0.69 -2.12 (HCONH2)2 cp
MPW1K -0.17 -0.61 0.33 0.61 0.47 -0.18 -0.63 0.33 0.63 0.48 -1.68 (HCONH2)2 cp
MPW3LYP 0.26 -0.14 0.51 0.41 0.46 0.30 -0.11 0.55 0.41 0.48 -1.13 (HCONH2)2 cp
MPWB1K -0.31 -0.70 0.41 0.70 0.56 -0.33 -0.72 0.43 0.72 0.57 -1.88 (HCONH2)2 cp
PBE 0.22 -0.19 0.45 0.32 0.39 0.41 -0.03 0.59 0.28 0.44 -0.95 (HCONH2)2 cp
PBE1KCIS -0.20 -0.59 0.49 0.59 0.54 -0.19 -0.58 0.49 0.58 0.53 -1.74 (HCONH2)2 cp
PBE1PBE 0.19 -0.23 0.40 0.28 0.34 0.24 -0.19 0.46 0.26 0.36 -1.06 (HCONH2)2 cp
SPWL 4.64 4.20 4.64 4.20 4.42 6.27 5.47 6.27 5.47 5.87 13.03 (HCOOH)2 no-cp
TPSS -0.37 -0.82 0.45 0.82 0.63 -0.22 -0.69 0.38 0.69 0.54 -1.91 (HCONH2)2 cp
TPSS1KCIS -0.43 -0.86 0.49 0.86 0.67 -0.37 -0.81 0.48 0.81 0.65 -2.09 (HCONH2)2 cp
TPSSh -0.36 -0.80 0.41 0.80 0.60 -0.26 -0.72 0.37 0.72 0.55 -1.91 (HCONH2)2 cp
X3LYP -0.05 -0.44 0.45 0.48 0.47 -0.02 -0.42 0.45 0.47 0.46 -1.53 (HCONH2)2 cp
XLYP -0.65 -1.04 0.74 1.04 0.89 -0.55 -0.94 0.70 0.94 0.82 -2.42 (HCONH2)2 cp

CT7/04
B3LYP 0.61 0.30 0.71 0.54 0.63 1.22 0.85 1.29 1.01 1.15 3.46 NH3-F2 no-cp
B97-1 1.17 0.86 1.17 0.89 1.03 1.52 1.15 1.52 1.17 1.34 3.14 NH3-ClF no-cp
B97-2 -0.10 -0.43 0.56 0.67 0.61 -0.06 -0.43 0.62 0.69 0.65 -1.44 HCN-ClF cp
B98 0.87 0.55 0.91 0.66 0.79 1.13 0.76 1.16 0.86 1.01 2.76 NH3-ClF no-cp
BLYP 1.63 1.32 1.67 1.42 1.54 5.03 4.62 5.03 4.62 4.83 13.06 NH3-F2 no-cp
HCTH 0.94 0.63 1.31 1.22 1.26 2.25 1.84 2.56 2.32 2.44 8.05 NH3-F2 no-cp
MP2 0.73 -0.21 0.73 0.26 0.49 0.76 -0.22 0.76 0.26 0.51 1.30 NH3-ClF no-cp
MPW1B95 0.36 0.04 0.47 0.31 0.39 0.37 0.02 0.48 0.30 0.39 1.49 NH3-ClF no-cp
MPW1K -0.21 -0.56 0.44 0.66 0.55 -0.24 -0.61 0.46 0.68 0.57 -0.96 HCN-ClF cp
MPW3LYP 1.39 1.06 1.39 1.06 1.22 2.11 1.72 2.11 1.72 1.91 4.46 NH3-F2 no-cp
MPWB1K -0.12 -0.45 0.24 0.45 0.34 -0.19 -0.52 0.27 0.52 0.40 -0.78 HCN-ClF cp
PBE 2.95 2.63 2.95 2.63 2.79 6.34 5.85 6.34 5.85 6.10 12.59 NH3-F2 no-cp
PBE1KCIS 0.87 0.56 0.89 0.63 0.76 1.13 0.78 1.15 0.85 1.00 2.49 NH3-ClF no-cp
PBE1PBE 1.04 0.71 1.04 0.75 0.90 1.28 0.88 1.28 0.90 1.09 3.36 NH3-ClF no-cp
SPWL 6.78 6.41 6.78 6.41 6.59 12.79 12.15 12.79 12.15 12.47 18.43 NH3-F2 no-cp
TPSS 2.20 1.86 2.20 1.86 2.03 5.21 4.69 5.21 4.69 4.95 10.65 NH3-F2 no-cp
TPSS1KCIS 1.18 0.85 1.22 0.95 1.08 2.23 1.78 2.23 1.82 2.02 4.88 NH3-F2 no-cp
TPSSh 1.43 1.09 1.44 1.16 1.30 2.88 2.39 2.88 2.39 2.64 5.73 NH3-F2 no-cp
X3LYP 0.96 0.65 0.96 0.68 0.82 1.50 1.12 1.50 1.13 1.31 3.35 NH3-F2 no-cp
XLYP 2.14 1.82 2.14 1.82 1.98 5.65 5.23 5.65 5.23 5.44 13.73 NH3-F2 no-cp

DI6/04
B3LYP -0.78 -0.94 0.78 0.94 0.86 -0.59 -0.75 0.59 0.75 0.67 -1.34 (CH3Cl-HCl) cp
B97-1 0.09 -0.06 0.28 0.30 0.29 0.19 0.04 0.30 0.30 0.30 0.99 (CH3SH-HCl) no-cp
B97-2 -0.87 -1.02 0.87 1.02 0.94 -0.67 -0.82 0.67 0.82 0.74 -1.55 (CH3Cl-HCl) cp
B98 -0.17 -0.32 0.34 0.40 0.37 -0.04 -0.20 0.33 0.36 0.35 -0.76 (CH3Cl-HCl) cp
BLYP -1.00 -1.18 1.00 1.18 1.09 -0.72 -0.90 0.72 0.90 0.81 -1.53 (CH3Cl-HCl) cp
HCTH -0.55 -0.71 0.55 0.71 0.63 -0.22 -0.37 0.30 0.37 0.33 -1.00 (CH3Cl-HCl) cp
MP2 0.45 -0.08 0.45 0.25 0.35 0.46 -0.05 0.46 0.23 0.35 1.30 (CH3SH-HCl) no-cp
MPW1B95 -0.48 -0.63 0.50 0.63 0.56 -0.42 -0.58 0.45 0.58 0.52 -1.06 (CH3Cl-HCl) cp
MPW1K -0.51 -0.67 0.52 0.67 0.60 -0.40 -0.56 0.47 0.56 0.51 -1.21 (CH3Cl-HCl) cp
MPW3LYP -0.14 -0.30 0.31 0.36 0.34 -0.02 -0.18 0.29 0.32 0.31 -0.66 (CH3Cl-HCl) cp
MPWB1K -0.50 -0.65 0.50 0.65 0.57 -0.45 -0.60 0.45 0.60 0.53 -1.05 (CH3Cl-HCl) cp
PBE 0.38 0.20 0.46 0.40 0.43 0.60 0.41 0.60 0.48 0.54 1.99 (CH3SH-HCl) no-cp
PBE1KCIS -0.17 -0.32 0.32 0.38 0.35 -0.06 -0.21 0.30 0.34 0.32 -0.77 (CH3Cl-HCl) cp
PBE1PBE 0.03 -0.13 0.35 0.38 0.37 0.15 -0.02 0.35 0.38 0.37 1.08 (CH3SH-HCl) no-cp
SPWL 2.93 2.73 2.93 2.73 2.83 4.20 3.92 4.20 3.92 4.06 7.11 (CH3SH-HCl) no-cp
TPSS -0.29 -0.46 0.52 0.56 0.54 -0.07 -0.26 0.52 0.54 0.53 0.97 (CH3SH-HCl) no-cp
TPSS1KCIS -0.37 -0.53 0.46 0.55 0.50 -0.20 -0.36 0.43 0.48 0.46 -1.02 (CH3Cl-HCl) cp
TPSSh -0.38 -0.54 0.49 0.58 0.54 -0.19 -0.37 0.47 0.52 0.49 -1.03 (CH3Cl-HCl) cp
X3LYP -0.43 -0.59 0.45 0.59 0.52 -0.29 -0.45 0.39 0.48 0.44 -0.97 (CH3Cl-HCl) cp
XLYP -0.58 -0.76 0.58 0.76 0.67 -0.34 -0.53 0.50 0.60 0.55 -1.11 (CH3Cl-HCl) cp
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(BHandHLYP and B3P86), one from 1996 (PBE1PBE), one
from 2000 (MPW1K), six from 2004 (MPWB1K, MPW1B95,
X3LYP, MPW3LYP, MPW1KCIS, and TPSS1KCIS), and
one from this article (PBE1KCIS). Thus, half of the best
methods date from the past year. This is encouraging, and
we hope that the variety of new databases and systematic
tests currently being reported will lead to even more
improvements soon.

3.5. Comparison of the Mean Errors by Consistently
Optimized Geometries. To investigate the ability of DFT
methods to predict accurate energetics when they are also
used to predict the geometries of the complexes, we also
performed calculations with consistently optimized geom-
etries for the B3LYP, B97-1, B97-2, B98, BLYP, HCTH,
MP2, MPW1B95, MPW1K, MPW3LYP, MPWB1K, PBE,
PBE1KCIS, PBE1PBE, SPWL, TPSS, TPSS1KCIS, TPSSh,

Table 9 (Continued)

MC-QCISD geometries consistently optimized geometries

MSE MUE MSE MUE max. errorc

methods no-cp cp no-cp cp MMUE no-cp cp no-cp cp MMUE errord complexe BSSE f

WI9/04
B3LYP -0.55 -0.62 0.55 0.62 0.59 -0.41 -0.43 0.41 0.43 0.42 -1.47 (C2H4)2 cp
B97-1 -0.11 -0.18 0.18 0.20 0.19 -0.08 -0.15 0.16 0.17 0.17 -0.67 (C2H4)2 cp
B97-2 -0.50 -0.59 0.50 0.59 0.54 -0.31 -0.36 0.31 0.36 0.34 -1.25 (C2H4)2 cp
B98 -0.22 -0.29 0.25 0.30 0.28 -0.16 -0.23 0.21 0.24 0.22 -0.90 (C2H4)2 cp
BLYP -0.77 -0.84 0.77 0.84 0.80 -0.45 -0.45 0.45 0.45 0.45 -1.43 (C2H4)2 cp
HCTH 0.02 -0.05 0.39 0.34 0.36 0.23 0.16 0.29 0.23 0.26 0.40 CH4-Ne no-cp
MP2 0.07 -0.17 0.09 0.17 0.13 0.07 -0.14 0.09 0.14 0.11 -0.33 C6H6-Ne cp
MPW1B95 -0.17 -0.25 0.20 0.26 0.23 -0.10 -0.18 0.22 0.19 0.20 -0.70 (C2H4)2 cp
MPW1K -0.37 -0.47 0.38 0.47 0.42 -0.28 -0.34 0.29 0.34 0.31 -1.23 (C2H4)2 cp
MPW3LYP -0.12 -0.20 0.31 0.30 0.31 -0.05 -0.13 0.30 0.26 0.28 -0.92 (C2H4)2 cp
MPWB1K -0.14 -0.23 0.16 0.23 0.20 -0.06 -0.14 0.20 0.17 0.19 -0.54 (C2H4)2 cp
PBE -0.19 -0.26 0.26 0.28 0.27 -0.14 -0.20 0.22 0.23 0.22 -0.88 (C2H4)2 cp
PBE1KCIS -0.18 -0.25 0.25 0.27 0.26 -0.13 -0.20 0.21 0.22 0.21 -0.84 (C2H4)2 cp
PBE1PBE -0.22 -0.30 0.25 0.30 0.28 -0.19 -0.25 0.22 0.25 0.24 -0.93 (C2H4)2 cp
SPWL 0.44 0.36 0.44 0.36 0.40 0.78 0.47 0.78 0.47 0.63 1.68 (C2H4)2 no-cp
TPSS -0.39 -0.48 0.42 0.48 0.45 -0.24 -0.38 0.27 0.38 0.33 -1.76 (C2H4)2 cp
TPSS1KCIS -0.33 -0.41 0.37 0.41 0.39 -0.21 -0.28 0.25 0.28 0.27 -1.06 (C2H4)2 cp
TPSSh -0.39 -0.48 0.40 0.48 0.44 -0.25 -0.32 0.28 0.32 0.30 -1.16 (C2H4)2 cp
X3LYP -0.34 -0.41 0.36 0.41 0.38 -0.27 -0.35 0.30 0.35 0.33 -1.33 (C2H4)2 cp
XLYP -0.50 -0.57 0.51 0.57 0.54 -0.35 -0.41 0.36 0.41 0.38 -1.40 (C2H4)2 cp

Overall Resultsg

B3LYP -0.32 -0.55 0.66 0.76 0.71 -0.07 -0.31 0.72 0.77 0.75 3.46 NH3-F2 no-cp
B97-1 0.28 0.05 0.52 0.46 0.49 0.40 0.16 0.61 0.52 0.56 3.14 NH3-ClF no-cp
B97-2 -0.67 -0.92 0.79 0.98 0.88 -0.57 -0.81 0.71 0.88 0.79 -3.29 (HCONH2)2 cp
B98 0.06 -0.18 0.49 0.50 0.50 0.17 -0.08 0.54 0.52 0.53 2.76 NH3-ClF no-cp
BLYP -0.33 -0.56 1.15 1.25 1.20 0.70 0.45 1.82 1.86 1.84 13.06 NH3-F2 no-cp
HCTH -0.32 -0.56 0.98 1.10 1.04 0.17 -0.08 1.18 1.22 1.20 8.05 NH3-F2 no-cp
MP2 0.37 -0.35 0.38 0.40 0.39 0.38 -0.33 0.39 0.39 0.39 -2.04 (HCOOH)2 cp
MPW1B95 -0.19 -0.43 0.42 0.51 0.47 -0.16 -0.40 0.41 0.48 0.45 -2.12 (HCONH2)2 cp
MPW1K -0.32 -0.58 0.42 0.60 0.51 -0.27 -0.53 0.39 0.55 0.47 -1.68 (HCONH2)2 cp
MPW3LYP 0.35 0.11 0.63 0.53 0.58 0.58 0.32 0.81 0.68 0.74 4.46 NH3-F2 no-cp
MPWB1K -0.27 -0.51 0.33 0.51 0.42 -0.26 -0.50 0.34 0.50 0.42 -1.88 (HCONH2)2 cp
PBE 0.84 0.59 1.03 0.91 0.97 1.81 1.51 1.94 1.71 1.82 12.59 NH3-F2 no-cp
PBE1KCIS 0.08 -0.15 0.49 0.47 0.48 0.19 -0.05 0.54 0.50 0.52 2.49 NH3-ClF no-cp
PBE1PBE 0.26 0.01 0.51 0.43 0.47 0.37 0.10 0.58 0.45 0.51 3.36 NH3-ClF no-cp
SPWL 3.70 3.43 3.70 3.43 3.56 6.01 5.50 6.01 5.50 5.76 18.43 NH3-F2 no-cp
TPSS 0.29 0.03 0.90 0.93 0.91 1.17 0.84 1.60 1.58 1.59 10.65 NH3-F2 no-cp
TPSS1KCIS 0.02 -0.24 0.64 0.69 0.66 0.36 0.08 0.85 0.85 0.85 4.88 NH3-F2 no-cp
TPSSh 0.08 -0.18 0.68 0.75 0.72 0.54 0.25 1.00 0.99 0.99 5.73 NH3-F2 no-cp
X3LYP 0.04 -0.20 0.56 0.54 0.55 0.23 -0.02 0.66 0.61 0.63 3.35 NH3-F2 no-cp
XLYP 0.10 -0.14 0.99 1.05 1.02 1.10 0.84 1.80 1.79 1.80 13.73 NH3-F2 no-cp

a MUE denotes mean unsigned error (also called mean absolute deviation). MSE denotes mean signed error. MMUE ) [MUE(no-cp) +
MUE(cp)]/2. b The MG3S basis set is used for all calculations in this table. c Maximum errors are taken from the results for the consistently
optimized geometries. Although we tabulate the error that has the largest absolute value, we tabulate it as a signed quantity. d Error ) calculation
- best estimate. e This is the complex that gives the maximum error. f This column specify whether the maximum error occurs in the calculation
with counterpoise corrections (cp) turned on during the optimization or without counterpoise corrections (no-cp). g The results in this section are
0.25 × HB + 0.25 × CT7+ 0.25 × DI6+ 0.25 × WI9, except for maximum error with the maximum over the whole nonbonded data set.
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X3LYP, and XLYP methods with MG3S basis set, and the
results are given in Table 9.

Table 9 shows that the mean errors only slightly changed
for hydrogen bonding, dipole interactions, and weak interac-
tions by using consistently optimized geometries as compared
to using the MC-QCISD geometries. For charge-transfer
interactions, the mean errors for the B97-1, B97-2, MP2,
MPWB1K, MPW1B95, MPW1K, PBE1KCIS, and PBE1PBE
methods change slightly, but mean errors for B3LYP, HCTH,
MPW3LYP, PBE, SPWL, TPSS, TPSS1KCIS, and TPSSh
change more significantly. This is due to the systematical
underestimation of the intermolecular distance by these
methods, a problem for many DFT methods that was studied
10 years ago by Ruiz et al.18 For SPWL applied to weak
interactions the strong overbinding shown by the results in
Table 9 is consistent with previous work.144-146

The HCTH, XLYP, and X3LYP results in Table 9 are
particularly interesting because these methods contained
some nonbonded complexes in their training set. The training
set of HCTH contains nine hydrogen bonded dimers, and
the training set of XLYP and X3LYP contains two van der
Waals complexes (He2 and Ne2). However, Table 9 shows
that HCTH does poorly for hydrogen bonding, and XLYP
and X3LYP do poorly for weak interaction. These results
show that including nonbonded interaction complexes in the
training set does not guarantee that one will produce a good
functional for nonbonded interaction; one needs to choose a
good functional form, an appropriate training set, and a good
weighting scheme to accurately parametrize a semiempirical
DFT functional for nonbonded interactions.

The last three columns of Table 9 give the information
about the maximum errors for each functional. For hydrogen
bonding, (HCOOH)2 and (HCONH2)2 are difficult cases for
all DFT methods. This is partly due to the fact that both
complexes have two hydrogen bonds. For charge-transfer
interactions, NH3-F2 is the most difficult case for those DFT
methods that have low or zero percentage of Hartree-Fock
exchange, and NH3-ClF is the worst case for DFT methods
that have a moderate or high percentage of Hartree-Fock
exchange. CH3Cl-HCl and CH3SH-HCl are two difficult
cases for DFT for dipole interactions. For weak interactions,
(C2H4)2 is the worst case for most DFT methods. This is
because (C2H4)2 is a π‚‚‚π stacking complex, and it is very
difficult to describe this type of weak interaction by DFT
methods. It is encouraging that MPW1K and MPWB1K have
smaller maximum errors than MP2, and the maximum errors
in MPW1B95 and PBE1KCIS are only 4% and 22% larger,
respectively, than the maximum error in MP2. If we judge
the methods solely by the maximum errors, we would
conclude that MPW1K, MPWB1K, and MPW1B95 (in that
order) are the best DFT methods in Table 9 with PBE1KCIS
ranked fourth. It is encouraging that this is very similar to
the conclusion drawn form Table 8. A key difference between
Tables 8 and 9 is that Table 8 averages over three basis sets,
whereas Table 9 is based on a single basis set. For this reason
we based on our overall evaluation in Table 8.

4. Concluding Remarks
In this paper, we developed four benchmark databases of
binding energies for nonbonded interaction complexes. We
tested 44 DFT methods and the 1 WFT method against the
new databases.

Among the tested methods, the PBE, PBE1PBE, B3P86,
MPW1K, B97-1, and BHandHLYP functionals give the best
performance for hydrogen bonding, and MPWB1K, MP2,
MPW1B95, MPW1K, and BHandHLYP give the best
performance for charge-transfer interactions. MPW3LYP,
B97-1, PBE1KCIS, B98, and PBE1PBE give the best
performance for dipole interactions, and MP2, B97-1,
MPWB1K, PBE1KCIS, and MPW1B95 give the best
performance for weak interactions.

Overall, MPWB1K is the best of all the tested DFT
methods, and MPW1K, PBE1PBE, and B98 are the best of
the tested DFT methods that do not contain kinetic energy
density. Interestingly, MPWB1K is found to be more accurate
than MP2 for nonbonded interactions.

Moving up the rungs of Jacob’s ladder for DFT, PBE
improves significantly over the LSDA, and TPSS improves
slightly (on average) over PBE for nonbonded interactions.
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Abstract: Cederbaum and Dreuw [Chem. Rev. 2002, 102, 181-200] developed an extensive

set of examples of small dianions generally stable to autoionization and in some cases to

dissociation as well. Their design principles include arranging alternating positive and negative

charges in roughly spherical shells, as in the alkaline earth tetrahalides MX4
2-. This principle

embraces a series of surprising tetrahedral oxygen-centered dianions of O(C2)4, O(BN)4, and

O(BeO)4. These systems are stable with respect to autoionization (their vertical ionization energy

is positive) but are metastable with respect to dissociation into monoanions. We present a family

of dianions with sulfur cores which are stable both with respect to autoionization and dissociation.

The shell charge alternation still contributes to stability, but these systems have a positive core

in contrast to the oxo systems’ negative core.

Introduction
Small molecules with high negative charge may be antici-
pated to be unstable simply by considering the repulsions
among the excess charges. There are a number of departures
from this reasonable prediction however. The way toward
construction of species with positive second electron affinities
(i.e., which form stable dianions) was indicated by a general
analysis1 of MXk electron affinities, where X may be F, Cl,
or CN. Experimentally realized examples include dianions
of heavy metal hexahalides MX6

2- (M ) Re, Os, Ir, and
Pt; X ) chloride or bromide),2 alkaline earth tetrahalides
such as BeF42- and congeners,3 and even octahalides of Se
and Te.4 These and other experimentally characterized
systems share a structure Cederbaum and Dreuw5 call a
“Center-Ligand Sphere” which enjoys a favorable charge
arrangement of concentric shells with alternating positive and
negative charges.

Other means of stabilization of dianions by charge
arrangement have been modeled, including linear forms

XMX and XMXMX. Here X can be assigned a formal charge
of -2, and M a charge of+2. SMgSMgS dianion seems to
be the smallest such system which might be stable with
respect to electron detachment.6 Longer dianions such as Sn

2-

can be stable ifn is greater than 7.7 In this case charge
alternation may not be so important as simple separation in
space of the two excess negative charges. Long-chain alkyl
dicarboxylates8 are examples of systems in which the
separation between excess negative charges is of paramount
importance. Catenated systems with metal centers such as
M2X4

2- enjoy both the advantages of the center-ligand sphere
and charge separation modes of stabilization.9 Druew and
Cederbaum4,10 have reviewed other dianion-stabilizing struc-
tures as well as the possibility of stabilization of a dianion
by a very large dipole moment and the extension of the
lifetime of a metastable system by the Coulomb barrier. The
general guide to design articulated by these authors can be
paraphrased: doubly negatively charged species are stable
when the charges are separated from one another and each
occupy an electrophilic environment, i.e., a region of very
positive electrical potential.* Corresponding author e-mail: cot@virginia.edu.
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The presumptive instability of small dianions can be
moderated and even overcome in some cases by substituents
that change the electrophilicity of the excess electrons’
environment. Stabilization by solvent or counterions is most
common; familiar species such as sulfate and carbonate are
observed in the gas phase only when solvated.11 Electron-
acceptor substituents such as CN and BO can stabilize local
negative charges, as in the carboranes12 for which the
substituent is essential to the stability of B6(CN)62-.

Dianions may be unstable with respect either to autoion-
ization or fragmentation into monoanions (or both). Familiar
dianions such as CO32-,13 SO4

2-,14 and PO4
3- 15 spontane-

ously lose an electron in the gas phase. Some dianions that
appear to be stable with respect to autoionization may still
be unstable with respect to dissociation, so to produce
separated monoanions. This possibility has sometimes been
overlooked in modeling studies, but is the case, for example,
for the important class of alkaline earth tetrahalides.16

A distinct class of stable dianions incorporates the C2

fragment and isoelectronic variants BN and BeO; e.g.,
Be(C2)n

2- with n ) 2 to 7; Si(C2)3
2-, C(C2)3

2-, and O(C2)3
2-

as well as the surprising O(C2)4
2- and a number of isomers.17

As the latter example proves, the center can be negatively
charged if the ligand provides a positively charged shell
around that core. Isoelectronic substitution of C2 by BN and
BeO produces stable tetrahedral dianions of form OX4

2-. The
four-coordination of oxygen in these systems is remarkable,
but one may see that the O(BN)4

2- system is derivable from
the more familiar-seeming Be(CN)4

2- system by a kind of
isoelectronic argument. Here CN is a pseudohalide so the
analogy with the established BeF4

2- is plain. To obtain the
novel system O(BN)42- from more familiar-seeming
Be(CN)42-, transfer an electron from each CN to the core
atom; then increase its atomic number from 4 (Be) to 8 (O)
to compensate for the charge reassignment, and finally alter
C to B to balance the loss of negative charge. This example

merely illustrates the chemical argument; Be(CN)4
2- is not

stable with respect to electron loss according to Koopmans’
theorem, although the larger Mg(CN)4

2- and the analogous
Be(CNO)42- (which see below) are both stable by this
criterion.

Here we characterize the thia analogies to the oxo systems,
SX4

2-. The thia systems might be expected to be more stable
than the oxo systems since the negative charges are dispersed
over a larger volume, particularly when X is larger than the
well-known diatomic fragments already mentioned, but the
lesser electronegativity of sulfur might oppose that apparent
advantage. We also discuss the possibility of stabilizing
dianionic species through coordination by Lewis acids BH3

and BF3.
We should make explicit that the species considered here

are far from the thermodynamically most stable form of their
respective collections of atoms. To take an extreme view,
all species discussed in this paper are unstable with respect
to their thermodynamic elements. On the other hand, unstable
species can be very long-lived if there is no open channel
leading toward energetically preferable products, or if (as
we suspect is the case for many species considered here) a
coulomb or other barrier slows passage and ensures kinetic
stability. Each species described here occupies its local
minimum on the potential surface, and thus we can refer to
its kinetic stability. When we compare two species’ energies
we can refer to the relative stability of the less energetic
species or to the instability or metastability of the more
energetic species. A referee has pointed out thatC3V-
symmetric dianion OCC(C2)3 is much more stable than
O(C2)4 dianion. This is an important observation. The
rearrangement path deserves careful study. But we can defer
that study since it does not bear directly on the question of
the kinetic stability of the systems under examination with
respect to autoionization or dissociation to monoanionic
fragments.

Methods
We have employed the Spartan software suite on PC
Windows, SGI IRIX and PQS Linux systems,18 and the
Gaussian 03W19 software suite on Windows.

It is essential to ascertain that the methods we use are
capable of representing the molecules already known to be
stable with respect to autoionization and sometimes dis-

Table 1. Oxo Systems: Reported and Computed Energy Differences between Tetrahedral Oxo Dianions and Monoanions
(Energies in eV)

species Koopmans9 Koopmansa ∆SCF9 ∆R(O)HFa ∆MP2 9 ∆DFTa ∆CCSD9

O(CC)4
2- 2.63 1.96 1.66 1.41 2.33 0.73 2.06

O(BN)4
2- 2.77 2.08 2.07 0.58 2.14 0.62 2.03

O(BeO)4
2- 2.96a 0.90 0.74

a This work: ∆E refers to monoanions’ optimized structures. The DFT functional is B3LYP, basis is always 6-31G(d).

Table 2. Oxo Systems: R(O)HF/6-31G(d) and B3LYP Stability with Respect to Fragmentationa

species RHF dianion fragments ∆Efr B3LYP dianion fragments ∆Efr

O(CC)4 -376.8727496 -376.994469 -3.31 -379.1958120 -379.313962 -3.21
O(BN)4 -391.0549096 -391.148000 -2.53 -393.3837715 -393.432997 -1.34
O(BeO)4 -433.0303083 -433.008572 +0.59 -435.3891784 -435.348205 +1.11

a Energies in Hartrees, energy differences in eV.

Table 3. Energies (in eV) Required To Remove an
Electron from a SR4 Dianion

species
Koopmans

IE
∆E R(O)HF

(ionization)
∆EB3LYP

(ionization

S(C2)4
2- 2.46 0.618 0.734

S(BN)4
2- 2.56 0.929 0.952

S(BeO)4
2- 3.47 1.143 1.154
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sociation. The simplest diagnosis of stability with respect to
autoionization is provided by Koopmans’ theorem, by which
the energy of the highest occupied MO is an approximation
to the ionization energy. A negative HOMO energy suggests
that the dianion is stable with respect to loss of an electron.
This estimate is a first-order estimate with no recognition
of electronic relaxation or correlation and has failed in the
important case of sulfate dianion.20 More accurate estimates
can be obtained by outer-valence Green’s function methods21

or by comparison of separate Hartree-Fock or correlation-
corrected computations on the dianion and monoanion.

For initial surveys we use uncorrelated methods for which
Koopmans’ theorem applies. The stability with respect to
ionization and dissociation for promising species can also
be characterized by energy differences estimated by
R(O)HF, MP2, and density functional methods. The ad-
equacy of DFT methods must be established, particularly
owing to the self-repulsion in available functionals. Galbraith
and Schaefer’s assurance22 that this flaw in local density
functional methods does not impede the description of
strongly bound anions does not guarantee that the methods
are suitable for dianions. DFT’s failure to describe weak

long-range interactions is not an immediate problem for our
purposes, but reminds us that calibration is required. We
therefore report DFT characterization of the well-defined
stable dianionic species O(CC)4

2-. As Tables 1 and 2 show,
our simple methods capture major features of these systems’
stability in an approximate way. It appears that compared
with reported R(O)HF and correlation-corrected calcula-
tions23 which deploy large flexible basis sets, our R(O)HF/
6-31G(d) and especially the B3LYP/6-31G(d) calculations
seriously underestimate the stability of the dianions relative
to the monoanions (this would be consistent with an
overestimate of electron repulsion in the DFT functional).
Nonetheless the method affords reliable qualitative diagnoses
of stability (i.e., the signs of the energy differences between
dianion and monanion are correct). One detail which
complicates these comparisons is that if the tetrahedral
structure of the dianion is assumed for the monoanions as
well, as must be the case in the report of vertical ionization
energies, the monoanion’s electronic state is degenerate and
must be subject to Jahn-Teller spontaneous distortion. Our
energy differences refer to relaxed monoanions. For the most
part the optimized geometry of these monoanions is ofC2V

or Cs-symmetry with rather modest distortions fromTd, but
in a few cases the optimization leads to dissociation.
O(CC)41- dissociates both in ROHF and DFT models. Some
details of the optimized monoanions’ structures and energies
are collected in the Supporting Information.

Frequency calculations in RHF/6-31G(d) and B3LYP/
6-31G(d) assure us that the dianions occupy relative minima
on their potential surfaces. The detailed pathways and rates
of dissociation remain to be addressed.

A Simple Extension
The most elementary extension of this family is to thia-
analogues, in which the central kernel is sulfur. All species
show stability with respect to autoionization but are now also
stable with respect to dissociation into monoanions. Table 3
shows that Koopmans’ theorem values are overestimates of
the ionization energies compared with the differences in
estimates by differences of either uncorrelated or correlated
energies for the dianion and the associated monoanion. A
part of the difference is that our monoanion structures are
relaxed. Table 4 shows that the thia systems are stable with
respect to dissociation into monoionic fragments. The
versatility of the sulfur kernel, which can tolerate both
positive and negative local charge, is a part of the story of
the stability of these systems (see Tables 5 and 6 and
discussion below.) We conjecture that the thia-kernel can
be the core of a variety of tetracoordinate stable dianions,
assuming the ligands are strongπ acids, which we explore
in the next section orσ pair acceptors which we describe in
the final section.

Table 4. Thia Systems: R(O)HF/6-31G(d) and B3LYP/6-31G(d) Stability with Respect to Fragmentationa

species dianion fragments ∆Ef dianion Td fragments ∆Ef

S(CC)4 -699.806949 -699.771653 0.960 -702.418241 -702.403936 0.389
S(BN)4 -713.747796 -713.728799 0.517 -716.399604 -716.392214 0.201
S(BeO)4 -755.648911 -755.543245 2.875 -758.321603 -758.267402 1.475

a Energies in Hartrees, energy differences in eV.

Table 5. Bond Distances (Å) and Mulliken Atomic
Charges (millielectrons) for Oxa-Kernel Systems O(XY)4

2-

properties

model ROX RXY QO QX QY

O(CC)4
2-

RHF 1.4584 1.2207 -765 -028 -280
B3LYP 1.5082 1.2524 -530 +075 -443

O(BN)4
2-

RHF 1.5203 1.2272 -717 +197 -518
B3LYP 1.5271 1.2551 -472 +098 -480

O(BeO)4
2-

RHF 1.6151 1.3276 -740 +214 -471
B3LYP 1.6111 1.3503 -509 +034 -407

Table 6. Bond Distances (Å) and Mulliken Atomic
Charges (millielectrons) for Thia-Kernel Systems S(XY)4

2-

properties

model RSX RXY QS QX QY

S(CC)4
2-

ROHF 1.6266 1.2308 +1163 -545 -246
B3LYP 1.6819 1.2569 +623 -247 -408

S(BN)4
2-

ROHF 1.8585 1.2305 +252 -008 -495
B3LYP 1.8514 1.2589 +319 -115 -464

S(BeO)4
2-

ROHF 2.0747 1.3241 -623 +206 -550
B3LYP 2.0473 1.3459 -311 -011 -412
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Potential New Dianionic Species: Q(XYZ) 4
2-

One of the first stable dianions predicted to be stable with
respect to autoionization was BeF4

2-. This species falls
clearly into the class of center-ligand species in which
stabilization arises from concentric shells of alternating
charges. Simple chemical arguments suggest that all alkaline
earth tetrahalides or pseudohalides would be reasonable
candidates as stable dianions. We point out here that
Koopmans’ theorem has been a reliable guide to stability
even if it systematically overestimates ionization energies.
According to this criterion, Be(CNO)4

2- and Mg(CNO)42-

are stable dianions. We can conjecture that the family derived
from “isoelectronic” O(BNO)42- might also contain stable
dianions. Our preliminary calculations of Koopmans’ esti-
mate of vertical ionization energies suggest that some of these
systems will be resistant to autoionization. (See Tables 7
and 8.) Vertical energy differences between RHF dianions
and ROHF monoanions confirm this view. B3LYP calcula-
tions again produce smaller values for vertical ionization
energy; O(BNO)42- dianion in B3LYP/6-31G(d) is predicted
to be unstable with respect to autoionization and also unstable
with respect to distortion. B3LYP/6-31G(d) produces small
imaginary e, t1, and t2 frequencies. Neither of these instabili-
ties obtains in RHF, but MP2 also maintains that the system
is marginally unstable (-0.35 eV) with respect to autoioniz-
ation. Curiously, an outer valence Greens’ function estimate24

of the ionization energy in 6-31G(d) and at the RHF/
6-31G(d) optimized geometry is unambiguously positive, ca.
0.90 eV. In view of the fact that the Green’s function
methods include higher order corrections than MP2, one
would receive these estimates with respect. Optimization of
S(BNO)42- in B3LYP/6-31G(d) leads to a structure of
borderline instability with respect to autoionization; the
vertical energy difference between the dianion and the
monoanion at the geometry for the dianion optimized inTd

symmetry is-0.35 eV. This system has corresponding e,
t1, and t2 modes with real but very small frequencies. MP2/
6-31G(d) modeling of S(BNO)4

2- also produces small
imaginary frequencies at the geometry optimized inTd; the
vertical energy difference between the dianion singlet in MP2
and the monoanion doublet in ROMP2 is-0.19 eV,
confirming the B3LYP prediction of borderline instability
with respect to autoionization. Again, an outer valence
Greens’ function estimate of the ionization energy in
6-31G(d) and at the RHF/6-31G(d) optimized geometry is
unambiguously positive.

The monoanions O(BNO)4
1- and S(BNO)41- both dis-

sociate spontaneously to dissociation to O(BNO)2 + (BNO)21-

and S(BNO)4 + (BNO)21-. These products are more stable
than the parent dianion or the monoanionic fragments. We
noticed analogous behavior in the B3LYP treatment of
S(BN)41- which produced spontaneous dissociation to S(BN)2

and (BN)21-. It does not appear that the BNO-substituted
oxygen or sulfur species are promising candidates as long-
lived dianions, despite some promising results from Green’s
function and Koopmans estimates of ionization energies.

We have not established definitely that S(BNO)4
2- dianion

is stable either with respect to autoionization or dissociation
(be that kinetic or thermodynamic). However we consider
worth exploring a family of other pseudohalogens and
isoelectronic variants. Other candidates for stable dianionic
species can be derived by isoelectronic substitution. XYZ
examples include isoelectronic ligands NCO, BNF, NBF,
NNN, and CCF for alkaline earths and BCF, CCO, BeNF,
LiOF, and NCN for the chalcogens. We will describe
members of this series elsewhere.

Table 7. Energies (in eV) Required To Remove an Electron from a M(XYZ)4 Dianion and To Dissociate into Two
Monoanions XYZ-1 and M(XYZ)3

-1

species
Koopmans

IE
∆ER(O)HF

(IE: vert)
∆ER(O)HF

(IE: rel)
∆ER(O)HF

(diss’n)
∆EB3LYP

(IE: vert)
∆EB3LYP

(IE: rel)
∆EB3LYP

(diss’n)

Be(CNO)4
2- 3.25 2.96 1.86 -0.55 0.83 0.76 -0.84

Mg(CNO)4
2- 3.61 3.34 1.67 0.00 1.20 1.15 -0.23

O(BNO)4
2- 1.77 1.42 dissa -3.95 -0.35 dissa -3.09

S(BNO)4
2- 1.39 1.58 1.13 -0.47 -0.15 dissb -0.82

a Monoanion dissociates spontaneously to O(BNO)2 and ONBBNO1-. b Monoanion dissociates spontaneously to S(BNO)2 and ONBBNO1-.

Table 8. Bond Distances (Å) and Mulliken Atomic
Charges (millielectrons) for Oxa-Kernel Systems
O(BNO)4

2- and Thia-Kernel Systems S(BNO)4
2-

properties

model ROB RBN RNO QO QB QN QO

O(BNO)4
2-

ROHF 1.5110 1.2024 1.2551 -695 +129 +768 -1223
B3LYP 1.5113 1.2024 1.2548 -470 +037 +181 -600

S(BNO)4
2-

ROHF 1.8292 1.2127 1.2406 +1574 -529 +1027 -1391
B3LYP 1.8120 1.2507 1.2474 +297 -167 +155 -560

Table 9. Properties of BX3-Stabilized Thia-Kernel
Dianionsa

no. of
coordinated

acids
Koopmans

IE
R(O)HF

VIE
RHF
Ediss

DFT
VIE

DFT
Ediss

BH3-Stabilized Thia Dianions
4 2.15 1.11 1.498 0.755 1.988
3 -0.18 -1.49 2.015 -1.139 2.510
2 -2.43 -3.46 2.628 -2.890 3.176
1 -3.97 -4.380

BF3-Stabilized Thia Dianions
4 4.35 3.039 0.763 +2.601 1.192
3 2.01 0.568 1.477 +0.908 1.742
2 -0.47 -1.743 2.534 -1.152 2.798
1 -3.01 -3.371

a All energies in eV. KIE ) Koopmans ionization energy, VIE )
vertical ionization energy, and Ediss ) dissociation energy of the n
acid cluster to BX3 and the n-1 acid cluster.
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Geometry and Charges of K(XY...) 4 Dianions
We have collected geometric parameters of the tetrahedral
dianionic species described above in Tables 4 and 5 along
with Mulliken charges. For the oxo systems B3LYP displays
the familiar bond-length extension relative to RHF except
for for the central O-Be bonds in O(BeO)4

2-, which suggests
that correlation is playing a role in that system’s binding.
Reports4 of the structures of the tetrahedral dianions O(C2)4

2-

and O(BN)42- show that our B3LYP/6-31G(d) bond lengths
agree within 0.01 Å with CCSD calculated values; in the
CCSD calculation a Dunning double-ú basis was employed,
augmented by diffuse functions.

Mulliken charges are to be considered only semiquanti-
tative, but values collected here for oxo systems seem to
suggest that B3LYP favors a more uniform distribution of
charge than does RHF and assigns less negative charge to
the central oxygen. Charge alternation is plain, with the
central and peripheral atoms unambiguously negative. The
intervening atoms are positively charged except for the C in
O(CC)42-, for which the charge alternation is least marked.

In thia systems this central bond shortening in B3LYP is
more prominent, and the central sulfur varies strikingly in
charge, ranging from very positive in S(CC)4

2- to unambigu-
ously negative in S(BeO)4

2-. Again B3LYP predicts more
uniform charge distributions than does RHF.

These patterns apply as well to O(BNO)4
2- and S(BNO)42-;

the kernel of the oxo system is negative, while the kernel of
the thia system is positive, and the well-established charge
alternation is more prominent in the RHF representation than
in the B3LYP model.

BH3 and BF 3 as Dianion-Stabilizing Shells
A remarkable T-symmetric trianion N(BF3)4

3- has been
characterized by computation25 and shown to be stable with
respect to autoionization though not with respect to dissocia-

tion. The less dramatic dianionic analogue, O(BF3)4
2-, is

likewise stable with respect to ionization according to the
Koopmans criterion. The thia cousin S(BH3)4

2- is stable not
only with respect to autoionization (by Koopmans’ criterion)
but also with respect to dissociation into neutral BH3 and
the S(BH3)3

2- dianion. (See Table 9.) That product anion
S(BH3)3

2- is unstable with respect to autoionization but
would not dissociate into BH3 and S(BH3)2

2-. This is not
due to any intrinsic stability of the dianion but reflects the
penalty paid in dissociation to an even smaller product
dianion; the latter dianion is still more unstable with respect
to autoionization according to Koopmans’ theorem. Probably
another decomposition channel involving the S(BH3)3

1-

monoanion opens. We have not pursued this possibility.

As one expects, BF3 produces more stable thia dianions
than does BH3; both S(BF3)4

2- dianion and S(BF3)3
2- dianion

are stable with respect to autoionization according to
Koopmans’ theorem and do not dissociate into closed shell
products including a less stable (because less completely
coordinated) dianion. Figure 1 provides a graphic summary
of this behavior.

As the degree of coordination increases and the excess
negative charge is more effectively stabilized the BH and
BF distances shorten. The SB distances in S(BF3)n

2-

increases as the bulkier BF3 ligands crowd the dianion’s
central sulfur. Sulfur donates more negative charge to ligands
as their number increases. Structural details are provided in
Supporting Information.

Conclusions
The design principles guiding Dreuw and Cederbaum’s
construction of “center-ligand” dianions stable with respect
to autoionization and dissociation are easily extended to
systems with sulfur cores and pseudohalogenπ-acid and BX3

Figure 1. The dependence of vertical ionization energy and dissociation energy on the number of coordinated acids in the
system S(BX3)n

2-. Dashed lines refer to dissociation energies, solid lines refer to vertical ionization energies, either Koopmans’
estimates (KIE) or energy differences between dianion and monoanion. Positive ionization energies define stable dianions.
Parenthesized (F) and (H) refer to acids BF3 and BH3, respectively.
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Lewis acid ligands. The thia family contains many species
that are likely to be stable, even when the oxo analogue is
not.
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Abstract: Short time information on the time evolution of wave packets is combined with the

variational theorem to determine eigenvalues and eigenfunctions. As in the Filter Diagonalization

Method the input that is needed is a correlation function and its time derivative. The method is

iterative and convergent. The time interval needed is short, for example, the determination of

tunneling splitting energies ∆E is obtained in a time interval which is substantially shorter than

the Fourier time 2πp/∆E. The method is applied to some model problems including determining

the ground tunneling state in a quartic double well potential using numerically exact short time

results obtained from the semiclassical initial value representation series of the exact propagator.

This is another example in which tunneling is obtained using only coherent classical paths.

Implications of the method for ab initio computation of molecular electronic energies is dis-

cussed.

A central challenge facing theoretical Physicists and Chem-
ists today is the invention of convergent methods for the
computation of real time quantum dynamics in “large”
systems. The past decade has seen significant progress. Makri
and co-workers,1,2 using the QUAPI method,3 have managed
to compute accurate quantum reaction rates in dissipative
systems. Mak, Stockburger, and Grabert4,5 have derived and
applied exact stochastic Schroedinger equations. The Bo-
hmian formulation of quantum mechanics is also used to
compute real time quantum dynamics.6 Classical propagation
of coherent states is being implemented to study time
dependent quantum phenomena.7,8 Another approach is the
use of multiconfigurational time dependent Hartree methods.9

We have recently developed a SemiClassical Initial Value
Representation (SCIVR) series expression for the exact
propagator and used it to compute numerically exact quantum
dynamics10 as well as “deep” tunneling probabilities.11

In all of these methods, a serious limitation is the extent
in time for which accurate results can be obtained. One way
of overcoming this limitation is by use of the Filter
Diagonalization Method (FDM)12,13where the characteristic
time needed is 2πp/Eh where Eh is the local average level

spacing. The central object in the FDM is the correlation
function of an initial state|Ψ〉 with its time evolved form

whereK(t) ) exp(-iHt/p). Harmonic inversion is then used
to represent the correlation function in terms of the eigen-
values of the Hamiltonian. The FDM method is not foolproof,
as noted by Mandelshtam,13 “the degree of convergence will
always be a delicate issue”.

A related topic is what may be broadly termed as ab initio
chemistry. Present day technology is impressive. A variety
of methods, such as density functional theory,14 quantum
Monte Carlo methods,15 and basis set methods,16 are used
for the computation of molecular energies, but any improve-
ment would be invaluable. One may thus pose the question,
how can one use the information obtained from a short time
computation of the correlation function to improve upon
existing estimates of the energy. These two themes are the
central topics of this letter.

A fundamental building block of ab initio chemistry is
the Rayleigh-Ritz functional

* Corresponding author e-mail: eli.pollak@weizmann.ac.il.

c(t) ) 〈Ψ|K(t)|Ψ〉 (1)

E[Ψ] )
〈Ψ|H|Ψ〉

〈Ψ|Ψ〉
G ε0 (2)
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whereε0 is the ground-state energy of the HamiltonianH.
Inserting the time evolved wave functionK(t)|Ψ〉 as a trial
function into the functional will not improve anything, since
the Hamiltonian commutes with the propagator. However,
if one chooses the linear combination|Φ(t)〉 ) |Ψ〉 +
K(t)|Ψ〉, the functional becomes time dependent, provided
that the initial state|Ψ〉 is not an eigenstate of the Hamil-
tonian.17

The initial wave packet|Ψ〉 may be expanded in terms of
the eigenfunctions (ψn) of the Hamiltonian as|Ψ〉 )
∑j)0

∞ aj|ψj〉 and aj ) 〈ψj|Ψ〉. The time dependent energy
functional then becomes (the eigenvalues ofH are denoted
asεn)

showing explicitly, how the time evolution changes the
contribution of different states at different times to the energy
functional.

Noting thatip(dc(t)/dt) ) 〈Ψ|HK(t)|Ψ〉, assuming that the
initial state is normalized (〈Ψ|Ψ〉 ) 1), allows us then to
write the energy functional explicitly in terms of the
correlation function as

Minimization of this functional with respect to the time will
lead to an improved estimate of the ground-state energy
provided that the ground-state energy is positive. As proof,
we consider its short time dependence. Using the notation
Ej[Ψ] ) 〈Ψ|Hj|Ψ〉, one has that Rec(t) ) 1 - (t2/2p2)E2-
[Ψ] + o(t4) and similarly -p(d Im c(t)/dt) ) E1[Ψ] -
(t2/2p2)E3[Ψ] + o(t4). It follows that

If the spectrum of the Hamiltonian is positive, then one
readily finds thatE3[Ψ] - E[Ψ]E2[Ψ] G 0 so that for short
times, the time dependent functionalE[Φ(t)] can only lead
to a lower estimate for the ground-state energy than the
original estimateE[Ψ]. Since the spectrum of the Hamilto-
nian is typically bounded from below, one can shift the
Hamiltonian by a constant value to ensure that the initial
time dependence is convex.

One may now use the variational theorem iteratively. One
propagatesc(t) until the functional reaches a minimum
energyE[Φ(t1)] at the timet1. One then resets the initial
state to be|Ψ1〉 ) (1/x〈Φ(t1)|Φ(t1)〉|Φ(t1)〉 and the new
time dependent function to be|Φ1(t)〉 ) |Ψ1〉 + K(t)|Ψ1〉.

The new correlation function however can be expressed
solely in terms of the previous correlation function. That is

while the new functional becomes

In other words, to carry out the iterative procedure, there is
no need to know the wave function, all that is needed is the
initial correlation functionc(t) albeit for ever increasing
times, as one proceeds with the iteration. Due to the convex
short time property of the functional, this iterative procedure
will usually converge to an eigenstate of the Hamiltonian.

Let us assume for the moment, that we have converged
to the ground-state eigenvalue at the timet0. The ground-
state wave function|ψ0〉 is then known in principle by
following the time evolution. It is a linear combination of
the initial wave function|Ψ〉 propagated to the set of known
discrete propagation times. Thus, its overlap with the initial
wave function is given as the corresponding linear combina-
tion of the correlation functionc(t). To obtain the excited-
state energy, one projects out the (normalized) ground-state
wave function from the initial state, that is one defines|Ψh 〉
) |Ψ〉 - 〈ψ0|Ψ〉|ψ0〉. The correlation functionc(t) )
〈Ψh |K̂(t)|Ψh 〉 ) c(t) - e-iε0t/p|〈Ψ|ψ0〉|2 can be expressed in
terms of the original correlation functionc(t) and the ground-
state results only. Moreover, it is known for all the times
for which the original correlation functionc(t) is known
accurately. Therefore one may now repeat the iterative
process to obtain the first excited-state eigenvalue and
eigenfunction. This can then be continued for the second
excited state etc.

We will first consider an almost trivial example, to
demonstrate that only short time information is needed.
Consider a two-state system with eigenvaluesε1 < ε2 and
respective eigenfunctions|ψ1〉 and |ψ2〉. The “tunneling
splitting” is by definition∆E ) ε2 - ε1 , ε1,ε2. We choose
the initial wave packet to be localized in one of the wells,
that is |Ψ〉 ) (1/x2)(|ψ1〉 + |ψ2〉). The associated energy
E[Ψ] ) (1/2)(ε1 + ε2). The correlation function isc(t) )
exp[-i(E[Ψ]t/p)] cos[(∆E/2p)t]. The time dependent energy
functional is then

It has its minimum value at the timet1 ) πp/ε2 at which
E[Φ(t1)] ) ε1 immediately giving the ground-state energy.
To obtain the excited-state energy, one projects out the
ground-state wave function from the initial state, that is one
defines|Ψ1〉 ) |Ψ〉 - [1 + c*( t1)]/2[1 + Rec(t1)]|Φ(t1)〉 )
1/x2|ψ2〉. Clearly thenE[Ψ1] ) ε2, demonstrating that the
tunneling splitting is obtained by propagation up to timet1
, 2πp/∆E.

c1(t) ≡ 〈Ψ1|K(t)|Ψ1〉 )
c(t) + 1

2
[c(t - t1) + c(t + t1)]

1 + Rec(t1)
(6)

E[Φ1(t)] )
E[Φ(t1)] - p

d Im c1(t)

dt
1+ Rec1(t)

(7)

E[Φ(t)] )
ε1+ ε2 + ε1 cos(ε1t

p ) + ε2 cos(ε2t

p )
2 + cos(ε1

p
t) + cos(ε2

p
t)

(8)

E[Φ(t)] )

∑
j)0

∞

|aj|2εj(1 + cos(εjt/p))

∑
j)0

∞

|aj|2(1 + cos(εjt/p))

(3)

E[Φ(t)] )
E[Ψ] - p

d Im c(t)
dt

1 + Rec(t)
(4)

E[Φ(t)] ) E[Ψ] - t2

4p2
(E3[Ψ] - E[Ψ]E2[Ψ]) + o(t4) (5)
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To demonstrate the utility of the method for ab initio
computations, we consider a model spectrum and an initial
wave packet which is close to the ground state but slightly
contaminated by the excited states. (The eigenvalues and
coefficients of the wave packet are given in Table 1.) This
would be the typical case of a “good” ab initio computation
of the ground-state potential of an atom, which due to
computational limitations cannot be converged precisely to
the ground state. In Figure 1 we plot the first three iterations
for the average energy. Each iteration provides an additional
order of magnitude in the accuracy of the ground state. The
total integration time needed for this type of accuracy is very
short compared to using Fourier transforms.

As a third example, we consider the tunneling split ground
state in a symmetric quartic double well potentialV(x) )
-1.4x2 + (1/4)x4 + 4. This potential has a pair of bound
states whose energies 3.052830 and 3.171736 are below the
barrier energy (4). The next bound state is found above the

barrier atE ) 4.536449. The initial wave packet is taken to
be a Gaussian (〈x|Ψ〉 ) (R/π)-1/4 exp[(-R/2)(x - x0)2] with
x0 ) -1.501 andR ) 2.806), centered in the left wall, with
average energyE[Ψ] ) 3.1928.

This one-dimensional quantum problem can be solved
numerically exactly using basis set methods. However, here
we choose to employ the SCIVR series method,10 to show
explicitly that (a) even if one obtains the correlation function
numerically exactly only for short times as is the case when
using the SCIVR series method, one may still determine
rather accurately the ground tunneling state. The systematic
error of truncation of the series is not serious, and (b) the
ground-state energy and wave function may be obtained by
considering only the real time coherent classical paths.11

Briefly reviewing the SCIVR series method, the quantum
propagator is approximated by the Herman-Kluk SCIVR
propagator (K0(t))18 which obeys the time evolution equa-
tion19

whereC(t) is a known “correction operator”.10 The exact
quantum propagator may then be represented exactly in terms
of a power series in the correction operatorK(t) ) ∑j)0

∞ Kj(t)
such that each successive term in the series is obtained from
the recursion relation

The width parameter chosen for the coherent state appearing
in K0 is γ ) 2.5 chosen by minimizing the expectation value
of the correction operator, as described in ref 10c. The
absolute value squared of the resulting correlation function
c(t) ) 〈Ψ| K(t)|Ψ〉 obtained for increasing order in the
SCIVR series is compared in Figure 2 with the numerically
exact results obtained using matrix diagonalization. As shall
be also shown below, it suffices to go only up to the third

Table 1. Iterative Convergence toward the Ground State
of a Model System

j Ej |aj(0)|2 |aj(t1
a)|2 |aj(t2

a)|2 |aj(t3
a)|2

1 1.00000 0.98 0.9978 0.9997 0.99996
2 2.00000 0.01 0.0019 0.0002 4‚10-5

3 2.52360 0.005 1‚10-5 2‚10-7 1‚10-8

4 2.81828 0.003 0.0001 1‚10-5 2‚10-7

5 3.04159 0.002 0.0002 6‚10-5 6‚10-6

a The values of the times t1, t2, and t3 at which one finds successive
minima of the time dependent energy are 0.605, 0.66, and 0.60,
respectively.

Figure 1. The time dependence of the energy functional for
a model ab initio computation. The ground-state energy is 1.
The initial value of the average energy, using the initial state
as defined in Table 1 was 1.0271. The successive estimates
for the energy, as obtained from panels a-c are 1.0025,
1.00033, and 1.000048, respectively.

Figure 2. SCIVR series determination of the correlation
function c(t). The dotted, dashed-dotted, dashed, and solid
lines correspond to inclusion of the 0, 0+1, 0+1+2, 0+1+2+3
terms in the SCIVR series expansion. The crosses show the
numerically exact values as obtained from a basis set
diagonalization computation.

ip
∂K0(t)

∂t
) HK0(t) + C(t) (9)

Kj+1(t) ) i
p
∫0

t
ds Kj(t - s)C(s) (10)
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order in the series to obtain results sufficiently accurate for
determining the ground-state energy.

In Figure 3 we then show how the correlation function
may be used to estimate the ground-state energy via the
energy functional. Six iterations suffice to determine that at
t7 ) 2.07 the ground-state eigenvalue is 3.057352 (a seventh
iteration gives 3.054693), to be compared with the numeri-
cally exact value 3.052830. The total time interval needed
for this determination ist ) 10.89 which is substantially
shorter than the Fourier timet ) 2π/∆E ) 52.84. One notes,
that when convergence is obtained, the time dependent
energy becomes rather insensitive to the time, except for short
time intervals in which the ground-state contribution to the
energy functional vanishes (as may be inferred from eq 3
these times are∼(2n + 1)π/ε0, n ) 0, 1, ...), and then the
functional becomes large compared to the ground-state
energy. The energy interval between successive maxima thus
also provides information on the ground-state energy. The
resulting ground-state wave function, obtained by following
the time evolution through the iteration scheme (N0|ψ0〉 )
(1 + ∑i)j

6K(tj) + ∑i<j
6K(ti + tj) + ... + K(t1 + t2 + ... +

t6))|Ψ〉 where theti’s are the successive iteration times) is
shown in Figure 4.

In summary, we have shown how the variational theorem
may be used to determine eigenvalues of Hamiltonian

systems using short time quantum dynamics data. We have
also shown that use of the SCIVR series method leads to
convergent eigenvalues and that one does not need to go to
a very high order in the series to obtain convergence. This
methodology should be useful for extending the accuracy
of ab initio computations of electronic energies, using the
“best” available ab initio wave function combined with a
short time quantum propagation. We have shown that this
strategy ensures an even better estimate of the ground-state
energy. The same methodology can then be used also to
estimate the first excited-state energy. This would be a
significant step forward in the implementation of ab initio
technology for spectroscopy. Although in principle one could
obtain the whole spectrum, each additional excited state
demands an increasingly more accurate determination of the
previous eigenvalues which in turn will demand longer time
propagation which at some point will become prohibitive.
Finally, we note that use of the variational method presented
here does not suffer from the ambiguities of the nonlinear
harmonic inversion method which are found in the FDM
method.
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Abstract: Analytical procedures based on the time-dependent Hartree-Fock (TDHF) scheme

are elaborated to evaluate the frequency-dependent electric dipole-electric quadrupole

polarizability and its derivatives with respect to atomic Cartesian coordinates. On one hand, the

mixed second-order TDHF equations are solved iteratively to obtain the second-order derivatives

of the linear combination of atomic orbitals coefficients, once with respect to atomic Cartesian

coordinates and once with respect to external dynamic electric fields or electric field gradients.

On the other hand, taking advantage of the 2n + 1 rule, the first-order derivatives of A are

expressed with respect to atomic Cartesian coordinates in terms of lower-order derivatives. These

procedures have been implemented in the GAMESS quantum chemistry package and have

been illustrated in the case of several small molecules as well as adamantane.

1. Introduction
The goal of this paper is to present a set of new analytical
methods to compute the first-order geometrical derivatives
of the electric dipole-electric quadrupole polarizability,
denotedA in the following. The electric dipole-electric
quadrupole polarizability and its derivatives with respect to
atomic Cartesian coordinates or, more specifically, to
vibrational normal mode coordinates,Q, are properties
governing the interactions between molecules and electro-
magnetic fields, including thereof the intermolecular interac-
tions.1,2 Thus, A and (∂A/∂Q) enter in the description of
several optical phenomena as well as spectroscopic signa-
tures.

A is related to both the molecular electric dipole,µ, and
electric quadrupole,θ, moments, multipole moments which
describe a system in weak interactions with external electric
fields or with other molecules. The Hamiltonian, which
accounts for these interactions, reads1

whereEê andEúη are components of the electric field and

electric field gradient, respectively, and summations over the
repeated indices is implicit. This equation assumes that the
quadrupole moment operator is given in the form of a
traceless quantity:θúη ) 3/2[qi(riúriη - ri

2/3δúη)]. However,
in the methodological part, the ‘standard’, Cartesian form,
operator,θúη ) 1/2qiriúriη, is adopted, both expressions being
related by a simple transformation.

The relations between, on the one hand, the electric dipole
and quadrupole moments, and, on the other hand, the
components of the electric field and electric field gradient
are given by1

where Rêú and Aê,úη are tensor elements of the electric
dipole-electric dipole and electric dipole-electric quadru-
pole polarizabilities, respectively;µê

0 andθúη
0 are the electric

moments in the absence of external fields.
A as well asR are properties relevant to the description

of intermolecular interactions and of dielectric properties.1,2

∂R/∂Q governs the Raman scattering intensities of funda-
mental transitions in the harmonic approximation.3,4 A and
∂A/∂Q are involved in collision-induced Rayleigh and Raman* Corresponding author e-mail: benoit.champagne@fundp.ac.be.

H ) H0 - µêEê - 1
3
θúηEúη - ‚‚‚ (1)

µê ) µê
0 + RêúEú + 1/3Aê,úηEúη + ‚‚‚ (2)

θúη ) θúη
0 + Aê,úηEê + ‚‚‚ (3)
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scatterings, respectively.5-11 For instance, Elliasmine et al.8

obtained a value of 1 Å4 () 12.75 au) for the absolute value
of A in CF4. Its bond length derivative,|∂A/∂R|, was later
deduced from collision-induced Raman experiment by
Bancewicz et al.9 and attains 5.3 Å3 or 35.8 au. These
experimental|A| and|∂A/∂R| values have been compared to
high-level ab initio calculations performed by Maroulis.12,13

Combining a numerical finite field approximation with the
Møller-Plesset scheme, the best/recommendedA value
amounts to 12.4 au,13 while the estimated∂A/∂R is 27.7 au,12

in good agreement with experiment.

The amplitude of the dipole-quadrupole polarizability can
also be addressed from high-resolution infrared absorption
spectra and in particular from the analysis of the rotational
energy levels of the molecule under study interacting with
surrounding molecules. Thus, using CH4 and CD4 trapped
in solid parahydrogen, aA(CD4)/A(CH4) ratio of 0.875 was
determined by Momose and co-workers.14,15

Together with the electric dipole-magnetic dipole polar-
izability (G′), A describes the electric field-induced dif-
ferential scattering effect.16,17 It is also involved in the
description of the electric-field-gradient-induced birefrin-
gence.18 In ref 19, a coupled-perturbed Hartree-Fock
(CPHF) scheme is presented to evaluate the staticA value.
As a preliminary step toward evaluating the derivatives of
A wrt Q, the present paper also describes a method for
evaluating dynamicA values.

The first-order geometrical derivatives ofA enter directly
in the determination of the vibrational Raman Optical activity
(VROA) intensities together with the first-order geometrical
derivatives ofR and G′.20-26 VROA spectroscopy, which
provides molecular structure information on chiral species,
is focusing an increasing interest due to its broad range of
applications including the determination of absolute con-
figurations27 and the characterization of conformational
dynamics in proteins.28 Simulating VROA spectra by means
of analytical procedures taking into account the frequency
of the incident light brings indeed the main motivation for
this work because, so far, the evaluation of the VROA
intensities is carried out by using finite difference procedures
for part or for all the response properties.

In this work, an analytical procedure is elaborated and
implemented for calculating the frequency-dependent∂A/
∂Q quantities. A similar procedure was previously worked
out for the∂R/∂Q which aresin addition to the vibrational
frequenciessthe sole required quantities for simulating
Raman spectra in Placzek’s approximation. A procedure for
evaluating the more cumbersome∂G′/∂Q is under develop-
ment. In addition, within the evaluation of∂A/∂Q, the Time-
dependent Hartree-Fock (TDHF) procedure is applied here,
for the first time, to the evaluation of a response property
with respect to three different perturbations: the electric
fields, electric field gradients, and geometrical distortions.
Section 2 presents the methodology and discusses the
iterative and less (or partially) iterative schemes. The
implementation and the illustration of the methods are
described in section 3 before conclusions are drawn in section
4.

2. Methodology
Considering eqs 2 and 3, the elements of the dipole-
quadrupole polarizability tensor can be defined either with
respect to the quadrupole moment or to the dipole moment

In the first equation, the quadrupole moment, i.e.θúη )
-Tr[D0Húη], is differentiated with respect to the dynamic
electric field, whereas in the second, the dipole moment, i.e.
µê ) -[TrD0Hê], is differentiated with respect to the dynamic
electric field gradient. However, both expressions lead to
the same results. Subsequently, the matrix analogues of eqs
4a and 4b read

Hê andHúη are the matrices of theê andúη components
of the dipole and quadrupole moments in the atomic orbitals
(AO) basis representation, respectively.Dê(-ω) andDúη(ω)
are the first-order derivatives of the density matrix with
respect to the electric field component directed along theê
axis and to the electric field gradient component along theú
and η axis, both oscillating at frequencies-ω and ω,
respectively. They can be evaluated following the TDHF
scheme described by Sekino and Bartlett29 and by Karna and
Dupuis30,31 to determine electric field derivatives or its
generalization to electric field gradient perturbation.

Subsequently, the derivatives of these two expressions with
respect to thea Cartesian coordinate are given by

Hê,a and Húη,a are thea derivatives of theHê and Húη

matrices, respectively.Hê,a is also required to determine the
IR intensities.Dê,a(-ω) andDúη,a(ω) are mixed second-order
derivatives of the density matrix. The first can be obtained
via the iterative procedure described in ref 32, which provides
the frequency-dependent Raman intensities, whereas the
procedure to evaluate the second quantities is presented
below.

2.1. Basics of the Mixed TDHF Approach.The strategy
of refs 32-35 is followed. It combines procedures for
evaluating derivatives with respect to oscillating electric
fields29-31 and with respect to atomic Cartesian coordi-
nates.36,37Therefore, it extends to dynamic perturbations the
successive derivative schemes developed in the book of
Schaefer and collaborators.38 Several theoretical and meth-
odological aspects related to these mixed dynamic derivatives
have recently been reviewed by one of us.39 The starting

Aê,úη(-ω;ω) )
∂θúη

∂Eê(-ω)
(4a)

)
∂µê

∂∇ηEú(ω)
(4b)

Aê,úη(-ω;ω) ) -Tr[Dê(-ω)Húη] (5a)

) -Tr[HêDúη(ω)] (5b)

Aê,úη
a (-ω;ω) ) ∂

∂a
[Aê,úη(-ω;ω)]

) -Tr[Dê,a(-ω)Húη + Dê(-ω)Húη,a] (6a)

) -Tr[Hê,aDúη(ω) + HêDúη,a(ω)] (6b)
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point consists of the TDHF equation

the normalization condition of the wave function

and the definition of the density matrix

whereF, ε, S, andC are the Fock matrix, the energy matrix,
the overlap matrix, and the linear combination of atomic
orbitals (LCAO) matrix, respectively.n is the diagonal matrix
of occupation numbers (here, for a closed-shell system,nii

) 2 for occupied molecular orbitals and zero otherwise). In
addition to the geometrical distortions associated with each
of the 3N atomic Cartesian coordinates (a)

and the application of an external oscillating electric field
oriented along theê axis

gradient along theη axis of an electric field oriented along
the ú axis is also considered

Each matrix is developed with respect to the three kinds
of perturbation. For example, the Fock matrix

where the summations run not only over all 3N coordinates,
over all the field directions (x, y, z), and over all the electric
field gradient directions (xx, xy, ..., zz) but also over all
opposite directions (-x, -y, -z and-xx, -xy, ..., -zz) in
order to obtain, after combination, real electric field and
electric field gradient components. For first order in the
electric field gradient as well as for mixed second order in
the electric field gradient and geometrical distortion, the two
sets of equations are

2.2. Solution of the TDHF Equations.Following the
usual strategy, the (mixed) derivatives of the LCAO matrix,
Cúη andCúη,a, which enter into the definition of theDúη and
Dúη,a matrices, are written as products of the unperturbed
LCAO matrix and a matrix denotedUúη andUúη,a, respec-
tively,

where thex subscript stands for any of these derivatives.
The derivatives of the Fock matrix are expressed in the MO
basis representation, e.g.

Then, using the definitions of theU matrices (eq 20), the
derivatives of the normalization condition (eqs 15 and 18)
are rewritten as follows

whereXx((ω) gathers the suborder terms, if any. The latter
are defined in the Appendix.

Using eq 22 and following ref 32, it can be shown that
only the individual occupied-virtual and virtual-occupied
elements of theUx(( ω) matrices are required to evaluate
the derivative of the density matrix. These off-diagonal block
elements are obtained by solving the corresponding TDHF
eqs 14 and 17. This is done by left multiplying these two
equations byC0† and by considering the noncanonical
approximation, in which the (mixed) derivatives of the energy
matrix is considered block diagonal, i.e.,εij

x((ω) ) 0 with
(i, j) ) (j, i) ) (occ, virt). Using eqs 20 and 21 as well as
related relations, the off-diagonal block elements of the
Ux(( ω) are given by

with Qij
x((ω) gathering all the suborder terms from eqs 14

and 17. They are defined in the Appendix.Gij
x((ω) depends

on theUij
x((ω) matrix elements via eqs 20 and 21 as well

as the definition ofFrs
x ((ω). Equation 23 is thus solved

iteratively by using 1/2Xij
x((ω) for initializing Uij

x((ω).
2.3. First-Order Iterative Procedure To Compute

Aê,úη
a(-ω;(ω). In this section, the 2n + 1 rule40,41 is used

to evaluate the Tr[Dê,a(-ω)Húη] term, avoiding the explicit
determination of the mixed derivatives of the density matrix.
The procedure leading to the less iterative expression is
decomposed into the following steps:

1. Left multiply the equivalent eq 19 of ref 32 for theê
electric field component byCúη†(-ω).

λúη:

F0Cúη + FúηC0 + ωúηS
0Cúη ) S0C0

ε
úη + S0Cúη

ε
0 (14)

C(-úη)†S0C0 + C0†S0Cúη ) 0 (15)

Dúη ) CúηnC0† + C0nC(-úη)† (16)

λúηλa:

F0Cúη,a + FúηCa + FaCúη + Fúη,aC0 + ωúηS
0Cúη,a +

ωúηS
aCúη ) S0C0

ε
úη,a + S0Ca

ε
úη + SaC0

ε
úη + SaCúη

ε
0 +

S0Cúη,a
ε

0 + S0Cúη
ε

a (17)

C(-úη),a†S0C0 + C(-úη)†SaC0 + C(-úη)†S0Ca + Ca†S0Cúη +
C0†SaCúη + C0†S0Cúη,a ) 0 (18)

Dúη,a ) Cúη,anC0† + CúηnCa†+ CanC(-úη)† + C0nC(-úη),a†

(19)

Cri
x ((ω) ) ∑

j

MO

Crj
0Uji

x((ω) (20)

Gij
x((ω) ) ∑

rs

AO

Cir
0†Frs

x ((ω)Csj
0 (21)

Ux†(-ω) + Ux((ω) ) Xx((ω) (22)

Uij
x((ω) )

Gij
x((ω) + Qij

x((ω)

εj
0 - εi

0-ω
(23)

FC - i
∂SC
∂t

) SCε (7)

C†SC) 1 (8)

D ) CnC† (9)

λa ) xa (10)

λê ) Eêe
iωêt ) (λ-ê)* (11)

λúη ) ∇ηEúe
iωúηt ) (λ-úη)* (12)

F ) F0 + ∑
i

ê,úη,a

λiFi +
1

2
∑

ij

ê,úη,a

λiλjFij +... (13)

446 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Quinet et al.



2. Right multiply the adjoint of eq 14 for the-(úη)
component byCê,a(-ω).

3. Subtract the result of step 2 from the result of step 1
and take the sum over all diagonal occupied elements.

4. Take the adjoint of the equations resulting from steps
1 and 2, follow step 3, and replace(ω by -ω.

5. Sum the equations resulting from steps 3 and 4. The
terms multiplying theFrs

úη(ω) matrix, i.e. Csi
0Cir

ê,a†(ω) +
Csi

ê,a(-ω)Cir
0†, can be rewritten as, 1/2Dsr

ê,a(-ω) -
1/2Dsr

ê,a(-ω) with Dê,a andDê,a defined in the Appendix.
6. By developing the derivatives of the Fock matrix

(Frs
úη(ω) and Frs

ê,a(-ω)) and by taking advantage of the
superproduct between density matrices and two-electron
integrals (Dsr

ê,a(-ω)Dqp
úη(ω)[2J - K]pq,rs

0 ) Dsr
úη(ω)-

Dqp
ê,a(-ω)[2J - K]pq,rs

0), one finally obtains

Intermediate quantities are defined in the Appendix. The
last expression requires only first-order derivatives of the
wave function with respect to the atomic Cartesian coordi-
nates, the electric field components, or their gradients.

The procedure to evaluate theTr[HêDúη,a(ω)] term, avoid-
ing the explicit determination ofDúη,a(ω), leads to the same
expression ofAê,úη

a (-ω;ω) (eq 24). This is achieved by
adopting the same procedure as described above, besides the
interchange of the field and field gradient indices and of their
associated pulsations. In other words, this means that eq 24
is symmetric with respect to the field indices and the field
gradient indices.

3. Implementation and Results
All these procedures have been implemented into the
GAMESS quantum chemistry package42 within the TDHFX
module and have been checked against a numerical finite
distortion scheme. In the later, the dipole-quadrupole
polarizability is evaluated for distorted structures along the
different vibrational normal coordinates, and the derivatives
are evaluated using finite difference expressions. The am-
plitude of the Cartesian displacements amounts to(0.01,

(0.02,(0.04, and(0.08 au, while the Romberg quadrature43

is employed in order to increase the accuracy on the
numerical derivatives. Within the given precision of 10-5

au both the numerical and analytical derivative schemes
provide the same values. In addition, the iterative and the
less iterative procedures give the same results within the
numerical threshold (10-7). The CPU time ratios between
the two types of analytical procedures are greater than one
in favor of the less iterative one (Table 1). It increases with
the size of the system. As expected, the numerical procedure
is, computation-wise, the less advantageous one, except when
considering a reduced set of modes of interest.

For illustration purpose, these methods are applied to the
determination of theA and (∂A/∂Q)0 quantities of three
reference systems of Td symmetry, methane (CH4), tetrafluo-
romethane (CF4), and adamantane (C10H16) as well as for
three other molecules of other symmetry: water (H2O, C2V),
ammonia, (NH3, C3V), and benzene (C6H6, D6h). For the
molecules of Td symmetry, the electric dipole-electric
quadrupole polarizability tensor possesses only one inde-
pendent component,Ax,yz, provided the standard orientation
is adopted. Moreover, the derivatives ofAx,yz with respect to
the vibrational normal coordinates present a nonzero value,
independent of the permutation of thex, y, andz indices,
only for the totally symmetric modes. These two quantities,
Ax,yz and∂Ax,yz/∂Q, are determined within collision-induced
light scattering and high-resolution infrared absorption spec-
troscopies.8,9,14,15However, for modes ofT2 symmetry, the
independent/invariant quantity is the norm of the vector part
of the∂A/∂Q tensor. Following the expression of Zyss44 for
tensors of rank 3, it reads

with

whereX stands forA or ∂A/∂Q. These results are listed in
Tables 2-3, 4-5, and 6-7 for methane, tetrafluoromethane,
and adamantane, respectively.

The calculations on CH4 and CF4 are carried out using
the cc-pvdz and aug-cc-pvdz basis sets.45 For adamantane,
the DV0 basis set used in ref 46 has been chosen. For
comparison purposes, the electric dipole-electric dipole
polarizability and its vibrational normal coordinate deriva-

Table 1. Relative CPU Time for Evaluating the ∂A/∂Q
Quantities Using the Analytical Iterative and Numerical
Differentiation Schemesa

method

numerical

molecule
analytical/
iterative one mode all modes

methane 3 0.23 × 8 ) 1.8 0.23 × 8 × 9 ) 17
adamanthane 48 0.16 × 8 ) 1.3 0.16 × 8 × 72 ) 92

a The CPU ratios are given with respect to the CPU times for the
less-iterative (2n + 1) procedure. The calculations were performed
on V60x of SUN Microsystems. The less-iterative procedure took 5.4
and 261.4 min for methane and adamantane, respectively.

Aê,úη
a (-ω;ω)

) -∑
r,s

AO

Dsr
ê (-ω)Hrs

úη,a + Dsr
úη(ω)Hrs

ê,a

- ∑
p,q,r,s
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úη(ω)Dqp

ê (-ω)[2J - K]pq,rs
a

-2∑
i,j

MO

Uij
ê,a(-ω)Gji

úη(ω) + Uij
úη,a(ω)Gji

ê(-ω) +

Uij
ê,úη(-ω,ω)Gji

a

-2∑
i

occ

ωS i
ê,úη,a(-ω,ω) + Xi

ê,úη,a(-ω,ω)εi
0

-2∑
i,j

occ

Xij
ê,a(-ω)εji

úη(ω) + Xij
úη,a(ω)εji

ê(-ω) +

Xij
ê,úη(-ω,ω)εji

a (24)

Xvec ) xXx
2 + Xy

2 + Xz
2 (25)

Xi )
1

3
∑

j

x,y,z

Xi,jj + Xj,ij + Xj,ji (26)
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tives are also evaluated following the procedure described
in ref 32. Only the average valuescorresponding to one-
third of the trace of the polarizability tensorsand its
derivatives with respect to totally symmetric modes are
considered.

For the water and ammonia molecules, the computations
have been carried out with the aug-cc-pvdz basis set, whereas
for the benzene, the DV0 basis set has been used. Only the
nonzero vector components, or the mean value for degenerate
modes, are reported. In water, the nonzero quantities areAz,
(∂A/∂Q)z for theA1 bending and symmetric stretching modes,
and (∂A/∂Q)y for theB2 asymmetric stretching mode. In the
case of ammonia,Az is different from zero as well as (∂A/
∂Q)z for the A1 modes and (∂A/∂Q)x ) (∂A/∂Q)y, denoted
hereafter (∂A/∂Q)(x)y), for the degenerateE modes. Finally,

A of benzene is zero. The nonzero (∂A/∂Q) terms are
associated with theE1u and A2u modes. These results are
given in Tables 8-10 for water, ammonia, and benzene,
respectively.

The effects of the frequency have been addressed by
performing calculations with a pulsation of the external
electric field (or electric field gradient) ranging between 0.00
and 0.10 au. This corresponds to a photon energy ranging
between 0.0 and 2.71 eV or a wavelength between∞ and
456 nm. The frequency effects are characterized by the
coefficients (A, B, ...) of the power series expansion inω2:

Table 2. Frequency Dispersion of the Dipole-Dipole and
Dipole-Quadrupole Polarizabilities and Their Derivatives
with Respect to Normal Coordinates of A1 Symmetry for
the Methane Molecule (cc-pvdz and aug-cc-pvdz Basis
Sets)a

cc-pvdz aug-cc-pvdz

ω Rj
∂Rj /∂Q

νj ) 3165 Rj
∂Rj /∂Q

νj ) 3152

0.00 13.012774 -0.159903 15.998164 0.185984
0.02 13.028341 -0.160293 16.018242 0.186443
0.04 13.075335 -0.161472 16.078860 0.187832
0.06 13.154650 -0.163473 16.181196 0.190192
0.08 13.267828 -0.166352 16.327290 0.193592
0.10 13.417141 -0.170190 16.520168 0.198139

AR, A∂R/∂Q 2.98 6.07 3.13 6.14

ω Ax, yz

∂Ax,yz/∂Q
νj ) 3165 Ax,yz

∂Ax,yz/∂Q
νj ) 3152

0.00 14.405079 -0.327439 9.476620 0.246624
0.02 14.431805 -0.328285 9.498117 0.247390
0.04 14.512530 -0.330848 9.563175 0.249713
0.06 14.648930 -0.335194 9.673527 0.253670
0.08 14.843897 -0.341444 9.832198 0.259398
0.10 15.101692 -0.349775 10.043725 0.267104

AA, A∂A/∂Q 4.63 6.44 5.65 7.73
a All the values are given in atomic units (1 au of R ) 1.6488 ×

10-41 C2 m2 J-1 and 1 au of A ) 8.724958 × 10-52 C2 m3 J-1),
besides the vibrational pulsation in cm-1.

Table 3. Frequency Dispersion of the Derivatives of the
Dipole-Quadrupole Polarizabilities with Respect to Normal
Coordinates of T2 Symmetry for the Methane Molecule
(cc-pvdz and aug-cc-pvdz Basis Sets)a

cc-pvdz
(∂A/∂Q)vec

aug-cc-pvdz
(∂A/∂Q)vec

ω νj ) 1434 νj ) 3285 νj ) 1425 νj ) 3265

0.00 0.215050 0.599220 0.247610 0.787832
0.02 0.215558 0.600470 0.248196 0.789531
0.04 0.217097 0.604252 0.249971 0.794670
0.06 0.219709 0.610662 0.252993 0.803389
0.08 0.223471 0.619866 0.257362 0.815931
0.10 0.228497 0.632115 0.263231 0.832658
A∂A/∂Q 5.88 5.20 5.88 5.37

a All the values are given in atomic units, besides the vibrational
pulsation in cm-1.

Table 4. Frequency Dispersion of the Dipole-Dipole and
Dipole-Quadrupole Polarizabilities and Their Derivatives
with Respect to Normal Coordinates of A1 Symmetry for
the Tetrafluoromethane Molecule (cc-pvdz and aug-cc-pvdz
Basis Sets)a

cc-pvdz aug-cc-pvdz

ω Rj
∂Rj /∂Q

ν ) 996 Rj
∂Rj /∂Q

νj ) 982

0.00 10.989920 -0.023478 16.162236 0.031226
0.02 10.994104 -0.023507 16.169889 0.031263
0.04 11.006682 -0.023592 16.192911 0.031373
0.06 11.027736 -0.023735 16.231501 0.031559
0.08 11.057400 -0.023938 16.285995 0.031821
0.10 11.095869 -0.024202 16.356875 0.032165

AR, A∂R/∂Q 0.95 3.02 1.18 2.93

ω Ax,yz

∂Ax,yz/∂Q
νj ) 996 Ax,yz

∂Ax,yz/∂Q
νj ) 982

0.00 12.838830 -0.077774 10.943045 0.073150
0.02 12.845476 -0.077855 10.950699 0.073243
0.04 12.865457 -0.078096 10.973717 0.073522
0.06 12.898904 -0.078502 11.012271 0.073991
0.08 12.946040 -0.079075 11.066651 0.074656
0.10 13.007180 -0.079822 11.137268 0.075525

AA, A∂A/∂Q 1.29 2.58 1.75 3.16
a All the values are given in atomic units, besides the vibrational

pulsation in cm-1.

Table 5. Frequency Dispersion of the Derivatives of the
Dipole-Quadrupole Polarizabilities with Respect to Normal
Coordinates of T2 Symmetry for the Tetrafluoromethane
Molecule (aug-cc-pvdz Basis Sets)a

cc-pvdz
(∂A/∂Q)vec

aug-cc-pvdz
(∂A/∂Q)vec

ω νj ) 686 νj ) 1448 νj ) 671 νj ) 1414

0.00 0.034040 0.076902 0.044925 0.183403
0.02 0.034073 0.077016 0.044974 0.183637
0.04 0.034171 0.077358 0.045122 0.184342
0.06 0.034337 0.077933 0.045371 0.185528
0.08 0.034571 0.078747 0.045724 0.187211
0.10 0.034876 0.079809 0.046185 0.189416
A∂A/∂Q 2.40 3.69 2.73 3.18

a All the values are given in atomic units, besides the vibrational
pulsation in cm-1.

R(-ω;ω) ) R(0;0)[1 + ARω2 + BRω4 + ‚‚‚] (27)

A(-ω;ω) ) A(0;0)[1 + AAω2 + BAω4 + ‚‚‚] (28)
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which are determined by least-squares fittings. In all cases,
the resulting correlation coefficient (R2) is larger than 0.999.
The results are listed in Tables 2 and 3, 4 and 5, and 6 and
7 for CH4, CF4, and adamantane, respectively, for modes
havingA1 (T2) symmetry. The results for water, ammonia,
and benzene are listed in Tables 8-10, respectively. A brief
discussion of these results is given below.

Methane.The static (CPHF) aug-cc-pvdzA ()Ax,yz) value
(9.48 au) is in good agreement with the SCF results of
Maroulis,13,47who pointed out that electron correlation effects
are small and mostly accounted for at the MP2 level: the
SCF, MP2, and CCSD(T) values from ref 13 are 9.48, 8.98,
and 9.03 au, respectively.A increases with the frequency

faster thanRj as demonstrated by the larger value ofAA with
respect toAR. The frequency dispersion is also stronger for
∂A/∂Q than for∂R/∂Q. Although it is not the main focus of
the present investigation, the experimentalA value deter-
mined by Buck et al.48 is a bit larger and attains 11.3 au.

Tetrafluoromethane. The static aug-cc-pvdzA value
(10.94 au) of CF4 is slightly larger than for CH4, but its
frequency dispersion is smaller. At the SCF level, Maroulis
obtained a value of 11.15 au, while including electron
correlation at the MP2 and MP4 levels12 (different basis sets
are used for evaluating the SDQ and T fourth-order correc-
tions) leads toA values of 12.00 and 12.27 au, respectively.
The agreement with the experimentally derived values of

Table 6. Frequency Dispersion of the Dipole-Dipole and Dipole-Quadrupole Polarizabilities and Their Derivatives with
Respect to Normal Coordinates of A1 Symmetry for the Adamantane Molecule (DV0 Basis Set)a

∂Rj /∂Q

ω Rj νj ) 805 νj ) 1149 νj ) 1679 νj ) 3057 νj ) 3114

0.00 89.821106 0.092692 0.002022 0.009827 0.045178 0.354509
0.02 89.909246 0.092874 0.002019 0.009846 0.045243 0.355170
0.04 90.174820 0.093423 0.002011 0.009904 0.045438 0.357163
0.06 90.621335 0.094352 0.001998 0.010002 0.045769 0.360529
0.08 91.254776 0.095676 0.001977 0.010140 0.046241 0.365331
0.10 92.083824 0.097425 0.001950 0.010320 0.046866 0.371668

AR, A∂R/∂Q 2.45 4.90 -3.26 4.90 3.57 4.65

∂Ax, yz/∂Q

ω Ax,yz νj ) 805 νj ) 1149 νj ) 1679 νj ) 3057 νj ) 3114

0.00 9.736843 -0.074647 -0.080733 0.026879 1.774280 0.035720
0.02 9.741735 -0.074856 -0.080809 0.027157 1.778279 0.035569
0.04 9.756504 -0.075487 -0.081038 0.027999 1.790362 0.035112
0.06 9.781434 -0.076557 -0.081424 0.029425 1.810798 0.034332
0.08 9.817037 -0.078091 -0.081974 0.031475 1.840048 0.033203
0.10 9.864102 -0.080128 -0.082696 0.034204 1.878795 0.031684

AA, A∂A/∂Q 1.25 6.97 2.35 25.78 5.62 -10.51
a All the values are given in atomic units, besides the vibrational pulsation in cm-1.

Table 7. Frequency Dispersion of the Derivatives of the Dipole-Quadrupole Polarizabilities with Respect to Normal
Coordinates of T2 Symmetry for the Adamantane Molecule (DV0 Basis Set)a

(∂A/∂Q)vec

ω νj ) 508 νj ) 722 νj ) 866 νj ) 1083 νj ) 1248

0.00 0.000084 0.076755 0.418069 0.166360 0.046304
0.02 0.000039 0.076967 0.418903 0.166730 0.046355
0.04 0.000095 0.077607 0.421422 0.167849 0.046509
0.06 0.000319 0.078689 0.425680 0.169741 0.046768
0.08 0.000634 0.080238 0.431766 0.172452 0.047132
0.10 0.001044 0.082287 0.439814 0.176048 0.047605
A∂A/∂Q / 6.88 4.97 5.44 2.77

(∂A/∂Q)vec

ω νj ) 1505 νj ) 1555 νj ) 1659 νj ) 3062 νj ) 3089 νj ) 3123

0.00 0.203037 0.628231 0.358723 0.557977 3.347433 1.345444
0.02 0.203447 0.629240 0.359324 0.558745 3.353880 1.347922
0.04 0.204684 0.632285 0.361137 0.561059 3.373355 1.355409
0.06 0.206770 0.637421 0.364192 0.564955 3.406265 1.368063
0.08 0.209744 0.644743 0.368541 0.570492 3.453312 1.386158
0.10 0.213660 0.654390 0.374259 0.577756 3.515531 1.410099
A∂A/∂Q 5.04 4.01 4.18 3.43 4.80 4.59

a All the values are given in atomic units, besides the vibrational pulsation in cm-1.
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Elliasmine et al.8 (12.75 au) is very good. In what concerns
∂A/∂Q of CF4, both its static value and its frequency
dispersion are smaller than in the case of methane. On the
other hand, similar to methane, the frequency dispersions of
A and∂A/∂Q are stronger than forR and∂R/∂Q, respectively.
The corresponding∂A/∂R, which can be deduced from∂A/
∂Q, where Q is the normal coordinate of the totally
symmetric vibration, amounts to the same value of 27.7 au
as in ref 12 in the static limit.

Basis Set Effects.The inclusion of diffuse and polarized
functions, characterizing the passage from the cc-pvdz to aug-
cc-pvdz basis sets, produces opposite effects upon the

dipole-dipole and dipole-quadrupole polarizability re-
sponses and their derivatives with respect to totally sym-
metric modes. On the one hand, an increase of theRj and
∂Rj /∂Q quantities is observed, and this effect is much
important for tetrafluoromethane (+47% and+33%) than
for methane (+22% and+16%). On the other hand, a much
important decrease of theAx,yz and ∂Ax,yz/∂Q quantities is
ascertained for methane (-34% and-25%) than for tet-
rafluoromethane (-15% and-6%). Moreover, a general
increase of the frequency dispersion coefficients is also
observed with the exception ofARj of CF4 which decreases
by going from cc-pvdz to aug-cc-pvdz. For the modes
belonging to theT2 symmetry, the (∂A/∂Q)vec quantity is more
sensitive to the choice of the basis set than the (x, yz) tensor
component, and this effect is much important for CF4 (+32%
and +138%) than for CH4 (+15% and+31%). However,
the corresponding frequency dispersion coefficients vary less.
Since expressions for geometrical derivatives of the two-
electron integrals between atomic orbitals are not imple-
mented in the GAMESS package forf, g, ... type functions,
further systematic investigation of the basis set effects (i.e.
considering aug-cc-pvtz, ...) is presently nonfeasible.

Adamantane. The value of the electric dipole-electric
quadrupole polarizability of adamantane as calculated at the

Table 8. Frequency Dispersion of the Nonzero Vector
Component of the Dipole-Quadrupole Polarizability and Its
Derivatives with Respect to Normal Coordinates for the
Water Molecule (aug-cc-pvdz Basis Set)a

ω Az

(∂A/∂Q)z

νj ) 1742
(A1)

(∂A/∂Q)z

ν ) 4133
(A1)

(∂A/∂Q)y

νj ) 4236
(B2)

0.00 -6.158025 0.109973 -0.310840 0.344829
0.02 -6.168362 0.110137 -0.311397 0.345375
0.04 -6.199663 0.110632 -0.313083 0.347027
0.06 -6.252817 0.111469 -0.315945 0.349825
0.08 -6.329399 0.112668 -0.320066 0.353841
0.10 -6.431829 0.114261 -0.325575 0.359187

A,A∂A/∂Q 4.18 3.71 4.46 3.94
a All the values are given in atomic units, besides the vibrational

pulsation in cm-1.

Table 9. Frequency Dispersion of the Nonzero Vector
Component of the Dipole-Quadrupole Polarizability and Its
Derivatives with Respect to Normal Coordinates for the
Ammonia Molecule (aug-cc-pvdz Basis Set)a

ω Az

(∂A/∂Q)z
νj ) 1105

(A1)

(∂A/∂Q)(x)y)
νj ) 1765

(E)

(∂A/∂Q)z
νj ) 3685

(A1)

(∂A/∂Q)(x)y)
νj ) 3815

(E)

0.00 4.967627 0.148364 0.150261 0.344611 0.495260

0.02 4.978129 0.148619 0.150576 0.345387 0.496125

0.04 5.010083 0.149386 0.151533 0.347739 0.498741

0.06 5.064903 0.150680 0.153164 0.351737 0.503179

0.08 5.145182 0.152521 0.155527 0.357502 0.509565

0.10 5.255131 0.154933 0.158718 0.365222 0.518092

A, A∂A/∂Q 5.24 4.29 5.22 5.61 4.35
a All the values are given in atomic units, besides the vibrational

pulsation in cm-1.

Table 10. Frequency Dispersion of the Nonzero Vector
Components of the Derivatives with Respect to Normal
Coordinates of the Dipole-Quadrupole Polarizabilities for
the Benzene Molecule (DV0 Basis Set)a

ω

(∂A/∂Q)z

νj ) 781
(A2u)

(∂A/∂Q)(-x)y)

νj ) 1138
(E1u)

(∂A/∂Q)(x)y)

νj ) 1636
(E1u)

(∂A/∂Q)(x)y)

νj ) 3407
(E1u)

0.00 -0.088044 0.346603 0.492332 2.355252
0.02 -0.089535 0.348050 0.494174 2.359332
0.04 -0.094116 0.352482 0.499819 2.371645
0.06 -0.102127 0.360183 0.509648 2.392409
0.08 -0.114196 0.371684 0.524369 2.421996
0.10 -0.131353 0.387857 0.545154 2.460949
A∂A/∂Q 41.7 10.3 9.21 4.32

a All the values are given in atomic units, besides the vibrational
pulsation in cm-1.

Figure 1. Schematic representations of the totally symmetric
vibrational normal modes of adamantane.
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TDHF level of approximation is of similar magnitude as for
the CH4 and CF4 molecules. The electric-dipole-electric-
dipole polarizabilityswhich displays a closer relationship to
the molecular size or volumesof adamantane is however
much larger than for CH4 and CF4, as expected from the
larger size of the former. Besides the sign,A values of similar
magnitude have been evaluated in ref 46, whereas the value
determined from collision-induced light scattering experiment
is much larger (-102.0( 7.8 au). Again, like for CH4 and
CF4, the variations in the frequency ofA are smaller than
for R. The situation is different for the∂A/∂Q and ∂R/∂Q
quantities. In addition, for the 1149 and 3144 cm-1 modes,
the∂R/∂Q and∂A/∂Q quantities decrease with the frequency,
respectively. The different totally symmetric vibrational
modes of adamantane are sketched in Figure 1. From Table
6, it also turns out that the larger∂A/∂Q value is associated
with the 3057 cm-1 mode, while for∂R/∂Q, it is the 3114
cm-1 mode. With the exception of the 508 cm-1 mode which
shows a nonmonotonic behavior with respect toω, all the
other T2 symmetry modes present frequency dispersion
coefficients of similar amplitude to those for∂A/∂QA1.

Water, Ammonia, and Benzene.Numerical illustrations
are also provided for theA and (∂A/∂Q) quantities of water,
ammonia, and benzene. TheAz amplitude of H2O is larger
than for NH3, but its frequency dispersion is smaller. The
∂A/∂Q values and their evolution with frequency are similar
for both H2O and NH3. For benzene, theA frequency dis-
persion coefficients are particularly large. To our knowledge,
no experimental data are available for these three systems.

4. Conclusions
Analytical procedures based on the time-dependent Hartree-
Fock (TDHF) scheme are elaborated to evaluate the frequency-
dependent electric dipole-electric quadrupole polarizability
(A) and its derivatives with respect to atomic Cartesian
coordinates and vibrational normal coordinates (∂A/∂Q). On
one hand, the mixed second-order TDHF equations are
solved iteratively to obtain the second-order derivatives of
the linear combination of atomic orbitals coefficients, once
with respect to atomic Cartesian coordinates and once with
respect to external dynamic electric fields or electric field
gradients. On the other hand, taking advantage of the 2n +
1 rule, the first-order derivatives ofA with respect to atomic
Cartesian coordinates are expressed in terms of lower-order
derivatives. These procedures are implemented in the
GAMESS quantum chemistry package and are illustrated in
the case of several small molecules as well as adamantane.

The frequency dispersion of∂A/∂Q (andA) is shown to
be of the same order of magnitude as for∂R/∂Q (and R).
Thus, in addition to the importance of taking into account
explicitly the pulsation of the incident light in Raman
simulations,32,49,50the evaluation of∂A/∂Q, which enters in
the determination of the VROA intensities, should also
consider explicitly the pulsation. A comparison between the
cc-pvdz and aug-cc-pvdz basis sets further demonstrates that
diffuse functions may have opposite effects on the dipole-
dipole (R, ∂R/∂Q) and dipole-quadrupole (A, ∂A/∂Q)
responses. To our knowledge, this is the first time that the
TDHF scheme is applied to the evaluation of a response

property with respect to three different perturbations and thus
to the analytical evaluation of∂A/∂Q.
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Appendix: Definitions of Quantities
In the following expressions, the Einstein convention is
assumed throughout, and, unless specified, the sums run over
(occupied and unoccupied) molecular orbitals.

where Iij
a ) ∑rs

AOCir
0†Srs

a Csj
0 is the derivative of the overlap

matrix in the MO basis representation. TheUa matrix
elements are evaluated using the CPHF scheme of refs 36
and 37.

TheUú(ω) matrix elements are evaluated using the TDHF
approach of refs 29-31.

Xij
úη(ω) ) 0 (29)

Qij
úη(ω) ) 0 (30)

Xij
úη,a(ω) ) Uik

aUkj
úη(ω) - Uik

úη(ω)Ukj
a† (31)

Qij
úη,a(ω) ) Gik

úη(ω)Ukj
a + Uik

a†
εkj

úη(ω) + Gik
aUkj

úη(ω) -

Uik
úη(ω)εkj

a + Iik
aUkj

úη(ω)[ω - εj
0] (32)

S i
ê,úη,a(-ω,ω) ) Uik

úη†(-ω)Ikl
aUli

ê(-ω) - Uik
ê†(ω)Ikl

aUli
úη(ω)

(33)

Xij
ê,úη,a(-ω,ω) ) -Uik

úη†(-ω)Ikl
aUli

ê(-ω) - Uik
ê†(ω)Ikl

aUlj
úη(ω)
(34)

Xij
ê,úη(-ω,ω) ) -Uik

úη†(-ω)Ukj
ê (-ω) - Uik

ê†(ω)Ukj
úη(ω) (35)

Uij
úη,a(ω) ) ∑

k

occ

Uik
aUkj

úη†(-ω) + Uik
úη(ω)Ukj

a† (36)

Uij
ê,úη(-ω,ω) ) ∑

k

occ

Uik
ê (-ω)Ukj

úη†(-ω) + Uik
úη(ω)Ukj

ê†(-ω)

(37)

Uij
ê,a(-ω) ) ∑

k

occ

Uik
aUkj

ê†(-ω) + Uik
ê (ω)Ukj

a† (38)

Xij
ê,a(-ω) ) Uik

aUkj
ê (ω) - Uik

ê (ω)Ukj
a† (39)

Dê,a(ω) ) Cê,a(ω)nC0† + C0nC(-ê),a† + Dê,a(-ω) (40)

Dê,a(ω) ) Cê(ω)nCa† + CanC(-ê)†(-ω) (41)
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Abstract: The affinity that adsorbents have for water can influence their effectiveness in organics

removal from drinking water due to competitive adsorption. The extent of the affinity of

microporous zeolites for water is determined, in part, by AlO4
- tetrahedral sites (T-sites) in the

crystal lattice and lattice defects in the form of silanol nests. In this study, water adsorption

isotherms in silicalite and in dealuminated zeolite Y (DAY) were simulated using the Compass

force-field. The results show that the simulations can predict the shape of water adsorption

isotherms and predict adsorption levels comparable to literature results. Moreover, simulations

revealed that the results are influenced significantly by the presence of AlO4
- T-sites. The results

confirm the capacity of the Compass force-field to predict water sorption properties in silicalite

and in DAY.

Introduction
Numerous investigators have studied water adsorption in
confined media, such as activated carbons and molecular
sieve zeolites. Among these works, some are related to the
competitive adsorption of water with other organic com-
ponents,1-4 while others deal with the single-component
adsorption of water in zeolites.4-13 Moreover, water can be
used as a probe of zeolite properties such as the evaluation
of the dealumination rate,14-16 acid strength,17 product quality,
and micropore volume.18 For these reasons, water is a
particular component whose specific properties in confined
media need to be elucidated.

Numerous simulations of the behavior of water in zeolites
pore systems have been carried out over the past decade. In
silicalite, the diffusion and the behavior of water was studied
using MD simulations by Demontis et al.19 Similarly, Bussai
et al.20-22 used both MD simulations and quantum calcula-
tions with ab initio potentials. Water behavior in zeolite NaA
also was studied by Faux et al.23,24 who were interested in
diffusion of water and preferred adsorption sites in theR-

andâ-cages. A study of water in SiO2 pores with different
diameters was reported by Hartnig et al.25 in order to
elucidate the hydration process and the nature of the
hydrogen-bond network.

Recently, we investigated the behavior of water in silicalite
and dealuminated zeolite Y (DAY) by Molecular Dynamics
(MD) simulations.26 The self-diffusion coefficients and the
number of hydrogen bonds per confined water molecule were
computed at temperatures in the range 100-600 K, and at
different loadings, using the Compass force-field. This force-
field proved to be appropriate to explain experimental
findings such as the observation that water is vaporlike in
silicalite but liquidlike in DAY at room temperature and
atmospheric pressure.12,27 As a result of the previous suc-
cesses, the Compass force-field was used in the present study
where adsorption isotherms of water were computed at
different temperatures and compared with experimental
results.

Computational Details
The simulations were done with a Silicon Graphics worksta-
tion using the Compass force-field and the Sorption module
developed by Accelrys in the Cerius2 environment. Elec-
trostatic interactions modeled by a Coulomb potential and
the van der Waals, London, and hydrogen-bonding interac-
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tions modeled by a 6-9 Lennard-Jones potential were taken
into account.

The starting crystal structures were perfect, i.e., no defects
such as bond breakages or silanol groups were considered.
Initially, both zeolite frameworks were all-silica which is a
hypothetical limit especially for DAY, as that assumes that
the dealumination procedure was 100% effective. The
consequences of this hypothesis will be discussed later.
Simulations were carried out at different temperatures in two
different pressure ranges; a low range (0-2.7 kPa) and a
high range (0-500 kPa) for both crystal structures. After
considering the all-silica end-member crystal types, additional
simulations were done with Al-ZSM-5 where Si/Al) 47
and Na/Al) 1 so that more realistic zeolite structures could
be studied.

After creating the zeolite structures and the adsorbent
molecules, the next step consisted of calculating a Connolly
surface in order to estimate the accessible micropore volume.
The Connolly surface is overlaid on the zeolite structure, so
that it is possible to visualize the accessible volume in the
different channels. Because of the small size of water
molecules, the accessible volumes were in the zigzag and
straight pores in silicalite and in the sodalite cages and
supercages in DAY. No blocking or dummy atoms were used
in the simulations. The computed micropore volumes were
in agreement with experimental and theoretical values and
were found to be 0.18 cm3/g for silicalite and 0.36 cm3/g
for DAY. It is important to note that these volumes do not
correspond to the effective occupied volumes by water in
the crystals but are an indication of the possible accessible
volumes estimated on the basis of energy and steric hindrance
considerations.

The value for the bad contact rejection factor used was
0.5, which was the default value. This means that if any water
atoms and framework atoms were closer to each other than
half of their van der Waals radii, the configuration was
rejected and no energetic calculations were done. As the
calculations were time-consuming, the purpose of this
criterion was to save time.

The simulations were done in the grand-canonical en-
semble where the number of adsorbed molecules was not
fixed, but their chemical potentials were. Ten million steps
were required before both energy and the loaded amount
converged to their final values. Each simulation point
obtained at a given temperature and pressure followed these
steps.

The same parameters as the ones used in our last
simulation work26 were used. The interaction cutoff distance,
which is the distance beyond which interactions between
atoms are not taken into account, was about half the size of
the smallest simulation cell, that is 6 Å for silicalite and 12
Å for DAY. Electrostatic interactions were considered by
using the Ewald method which accelerated the long-range
Coulomb calculation.

Similations with Al-Free Silicalite and Zeolite
Y
Low Pressures. The adsorption isotherms for water in
silicalite were simulated at five temperatures from 300 to

370 K, shown in Figure 1a. The isotherms look very similar
in shape to previous reported experimental works; however,
the predicted amount adsorbed was substantially less than
observed experimentally, discussed further below.12,16 It is
interesting to note that at 300 K, the isotherm shape is
different from the others, as an increase of the adsorbed
amount of water appears at about 2300 Pa (17 Torr). This
phenomenon was observed by Olson et al.,16 Giaya et al.,12

and Sano et al.,14 and its origin is not clearly understood.
Olson et al.16 suggested that a framework defect, such as
silanol groups, could explain the phenomenon. But, since
the phenomenon was observed in our simulations for the
crystallographically perfect silicalite structure, the explanation
may be different.

The major difference between hypothetical and real
silicalite is the adsorption capacity. Indeed, the adsorbed
amount of water is 50-100 times lower in the simulated
isotherms compared to the experimental values.12,14,16Hence,
this might suggest that the Compass force-field fails to
estimate the adsorption capacity of water in silicate, despite
its ability to predict isotherms shapes. However, another
hypothesis needs to be considered before concluding this,
i.e., that real silicalite is not perfect; it is a high-silica zeolite
but not a pure-silica zeolite. Thus, it may contain aluminum
T-atoms and associated cations which could modify the
adsorption capacity of water.14,16 This hypothesis will be
developed and discussed in the last section.

Similarly, low-pressure water adsorption isotherms in
DAY were simulated from 300 to 370 K and are shown in
Figure 2a. The adsorbed amount increases linearly with
pressure, and the adsorbed amount in this pressure range is
twice as much as that predicted for silicalite. This result can

Figure 1. a. Water adsorption isotherms in defect-free
silicalite from 300 to 370 K at low pressures and b. from 300
to 350 K at high pressures.

Figure 2. a. Water adsorption isotherms in defect-free DAY
from 300 to 370 K at low pressures and b. from 300 to 350 K
at high pressures.
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be related to the pore volume which is also twice larger in
DAY than in silicalite. As the dealumination procedure does
not yield all-silica zeolite Y, real zeolite DAY also contains
defects such as aluminum T-atoms. Hence, the simulated
adsorbed amounts of water are expected to be underpredicted
compared to experimentally measured values.

High Pressures.The simulations performed in the lower
pressure range clearly show that silicalite and DAY are very
hydrophobic. Only a small fraction of the accessible mi-
cropore volume is occupied by water molecules.6 Thus,
simulations at high pressures, from 0 to 500 kPa (5 bar),
were carried out in order to characterize the increase of the
adsorbed amount of water. The results are given in Figures
1b and 2b for silicalite and DAY, respectively.

In silicalite, the amount of adsorbed water increases slowly
with pressure increases. The isotherms can be divided into
three parts; first, the loading increases very slowly until a
transition pressure is reached. Then, the adsorbed amount
increases faster with pressure before reaching a plateau. The
lower the temperature, the lower the transition pressure, and
the faster the plateau is reached. Only the simulation at 300
K reached the plateau before 500 kPa. From these results, it
can be said that the adsorbed amount of water increases so
slowly with pressure that the maximum adsorbed amount
will be reached at very high pressures. This result is in
agreement with previous experimental work28 where several
“strongly hydrophobic zeolite-water” systems were submitted
to increasing hydrostatic pressure from 0 to 120 MPa. It was
shown that water molecules penetrated the pores when the
capillary pressure was reached, that is, at about 90 MPa for
the most hydrophobic zeolite, silicalite.

In DAY, the adsorption isotherms are different from those
obtained in silicalite. First, the loading increases slightly with
pressure but then, after reaching a critical pressure, the
amount adsorbed increases sharply before reaching a plateau.
Moreover, for simulations performed at higher temperatures,
the step is smaller and less pronounced. The origin of this
step can be explained by considering the micropore structure
of DAY and the micropore filling mechanism. Zeolite DAY
is composed of supercages (diameter 1.2 nm) interconnected
by â-cages (diameter 0.8 nm). It was found that 4 water
molecules can be accommodated perâ-cage compared to
26-28 water molecules in the supercage.10 Water adsorption
proceeds by filling theâ-cages first and subsequently by
filling the supercages.18 Hence, the step in adsorbed amount
could be due to filling of the supercages. Moreover, it was
reported that about 250 water molecules per unit cell can be
accommodated at complete pore filling at 300 K.10 In our
simulations, at 500 kPa and 300 K, the loading is equivalent
to 194 water molecules per unit cell. Hence, at 300 K and
500 kPa, a large proportion of the accessible micropore
volume is occupied by water molecules. This means that no
step is expected to occur after 500 kPa and that the step
which is observed is significant and supports the pore filling
mechanism proposed by Boddenberg et al.18

The filling process of the DAY cages is not straightfor-
ward. While the supercages are more accessible than the
â-cages, the potential energy in the center of the supercages
is higher than in the vicinity of the walls.29 Hence, at low

loadings, water molecules locate close to the walls indicating
that the supercages are not the preferential adsorption sites.
This is shown by Faux’s results23,24who also noted that water
molecules located at preferred sites in theR-cages of zeolite
NaA, while water located within the center of theR-cages
only at higher loadings. It is important to note that the
discussion presented by Faux about the self-diffusion coef-
ficients took account only the mobile water molecules
contained in the NaAR-cage volumes. Moreover, Faux
considered high loadings (from 56 to 224 water molecules
in the simulation cell), and at these loadingsâ-cages were
already occupied by water molecules and represented about
15% of the total amount of adsorbed water. In this work,
we considered rather low loadings, whereas Faux’s paper
dealt with diffusion at higher loadings.

Simulations with Al-ZSM-5 Where Si/Al ) 47
and Na/Al ) 1
After considering all-silica zeolites, simulations using Al-
ZSM-5 were conducted in order to assess the influence of
aluminum T-atoms with associated Na+ cations in the crystal
structure on the loading.30 Simulations were carried out at
different AlO4

- loadings, between 0.5 and 2.5 Al atoms per
unit cell. All the adsorption isotherms exhibited a type I shape
in the IUPAC classification. Only the simulations with 2
aluminum atoms per unit cell (Si/Al) 47) are given in
Figure 3 at three temperatures, 300, 323, and 348 K, in the
low-pressure range from 0 to 2700 Pa, since the results were
all similar in nature.

In these simulations, all the calculation parameters were
conserved. It is noteworthy that the amounts of adsorbed
water are in agreement with experimental values.12,14,16

Nevertheless, the isotherm shapes are somewhat different
from those shown in Figure 1a. In Figure 3, the loading
increases very quickly at very low pressures before increasing
slowly. This result is inherent to the presence of aluminum
T-atoms with the associated Na+ cations. The strong low-
pressure sorption is attributed to the hydration of the Na+

cation.31 That is why, in Figures 1a and 2a corresponding to
all-silica zeolites, the adsorption increases very slightly with
pressure in the very low-pressure range, i.e., since no AlO4

-

T-sites and cations were present.
It is important to note that the purpose of the simulation

reported in Figure 3 is to illustrate that the presence of defects

Figure 3. Water adsorption isotherms in Al-ZSM-5, with Si/
Al ) 47 and Na/Al ) 1 from 300 to 348 K at low pressures.

Water Adsorption Isotherms J. Chem. Theory Comput., Vol. 1, No. 3, 2005455



influences the predicted adsorption isotherms. But, it does
not provide the exact nature of the defect. Different defects
have different influences on the adsorption isotherms. For
example, the particular cation is important. It was reported
by Olson et al.16 that the smaller proton, H+, interacts more
strongly than the large Cs+ cation. Moı̈se et al.8 reported
that zeolite Y adsorbs more water with Mg2+ than with Na+

as the compensating cation. The presence of internal or
external silanol groups also has an influence on water
adsorption capacities.14 Silanol groups are adsorption sites
for water molecules whose strength is less than a cation such
as H+.14 All these different defects modify the adsorption
isotherms in terms of shape and loading.

Isosteric Heat of Adsorption
The isosteric heats of adsorption,Qst, were calculated from
the isotherm data in Figures 1a, 2a, and 3 using

The values are reported in Figure 4 for Al-free silicalite,
Al-free DAY, and Al-ZSM-5 with Si/Al ) 47. For DAY,
the isosteric heat is constant with loading and equal to 17
kJ/mol. This value is low compared to the experimentally
measured heat of vaporization for water at 25°C, 43.99 kJ/
mol,32 and the value computed in this study for bulk liquid
water, 46.1 kJ/mol. Experiments conducted with NaY, BaY,
or CsY zeolites showed that the isosteric heat of adsorption
was around 80 kJ/mol, and thatQst decreased with loading.8,18

Keeping in mind that our simulations were done with
hypothetical all-silica zeolites, the comparison is not surpris-
ing. Indeed, cations have a significant influence on the
isosteric heat. At low loadings, cations act as pumps, water
molecules adsorb at cation sites, and the isosteric heat is high.
Then, at intermediate loadings, a monolayer, and then
multilayers, of water molecules cover the walls of zeolite
DAY, leading to a decrease of the isosteric heat as the
stronger sites were already occupied. In our simulation where
no cations were present, there was no pumping effect to
enhance adsorption, and the adsorbed amount was extremely
low, as was the isosteric heat.

For silicalite-1, the isosteric heat increased very gently with
loading, but the value was still low, equal to about 20 kJ/

mol, which is close to the value obtained for DAY. The
reason the isosteric heat of adsorption was slightly higher
in silicalite-1 than in all-silica zeolite DAY was probably
due to the higher adsorbate-wall interaction energies in
silicalite-1 compared to DAY. In silicalite, the pore diameters
are smaller, and so the confinement effect is more important
compared to zeolite DAY. The fact that the isosteric heat
obtained for silicalite-1 and all-silica DAY are close reveals
that the adsorption process is similar in both all-silica crystals
where hydrophobicity is very high and loadings are very low.

The explanation for the low heat of adsorption is related
to the low adsorbed amount of water. The behavior of water
in silicalite and DAY pore systems, including radial distribu-
tion functions, was detailed in our previous paper.26 The main
results are the following: at ambient temperature, the number
of hydrogen bonds per water molecule is ca. 1.6 in silicalite
and about 3.3 in DAY. In the present paper, the simulated
adsorbed amounts of water in Al-free silicalite and DAY
are about 100 times lower than the measured values. Hence,
in both cases the number of hydrogen bonds is extremely
low and clusters do not form in the zeolite pores. Thus
adsorbate-adsorbate interactions are not significant, which
leads to a low value of the isosteric heat for both zeolites.
Comparing the isosteric heats between silicalite-1 and Al-
free DAY shows that the isosteric heat in silicalite-1 is
slightly higher than in DAY. This is due to the fact that the
adsorbate-wall interactions are higher in silicalite compared
to DAY, because water molecules are more confined in the
smaller pore silicalite compared to DAY.

For Al-ZSM-5 with Si/Al ) 47 and Na/Al ) 1, the
isosteric heat is much higher than for silicalite-1 and equal
to about 41 kJ/mol. This value is in agreement with
experimental data,12,16 which confirms the ability of the
simulations to predict water sorption properties.

In silicalite and DAY the adsorbed amount is quite low.
At these low loadings, water does not cluster, and water
molecules are dispersed in the zeolite pore system. Only the
water-wall interactions are important, since the water-water
interactions are negligible at these low loadings. These
interactions are slightly stronger in silicalite due to the
stronger confinement, i.e., smaller pore size, compared to
DAY. That is why the isosteric heat increases slightly with
loading in Al-free silicalite. Water-water interactions be-
come more important at higher loadings, as seen in the case
if Al-ZSM-5 with Si/Al ) 47.

Conclusions
Adsorption isotherms were simulated in all-silica ZSM-5 and
DAY. The results show that the simulations predict the
isotherm shapes at low and high pressures and that the results
are in agreement with experimental measurements. However,
it was observed that at low pressures the amount of adsorbed
water was underpredicted in the all-silica zeolites. The reason
for this is not related to algorithm issues or parametrization
flaws but was due to the intrinsic properties of real zeolites
which can contain impurities and defects. These observations
can be used to compare the adsorption isotherms for ideal
zeolites containing no defects, zeolites with T-atoms or
defects included, and experimental isotherms to give at least

Figure 4. Isosteric heat of adsorption of water in defect-free
silicalite and DAY (lower curves) and in Al-ZSM-5, with Si/Al
) 47 and Na/Al ) 1 (upper curve).

Qst ) -R[∂(lnP)

∂(1/T)]loading
(1)
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qualitative insights on the possible structures of the real
zeolites. Moreover, if the influence of the different defects
on the adsorption isotherms can be identified, it should be
possible to determine the defect types qualitatively. In this
case, the experimental adsorption isotherm would be one
characteristic feature of the zeolite, as noted previously.14
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Abstract: We report the first computational study with a sophisticated quantum mechanics/

molecular mechanics (QM/MM) technique that addresses the effect of the aluminum content

on the properties of acidic zeolites. To account for both electrostatic and mechanical interaction

between the QM cluster and its MM environment, we used cluster models embedded in the

covalent variant of the elastic polarizable environment (covEPE) [Nasluzov, V. A.; Ivanova, E.

A.; Shor, A. M.; Vayssilov, G. N.; Birkenheuer, U.; Rösch, N. J. Phys. Chem. B 2003, 107,

2228]. For the practical application of the covEPE method, it was necessary to develop a new

force field for Al containing zeolites. Two types of zeolite materials, FAU and MFI, were employed

as examples. We modeled the variation of the Al content both in the MM environment and in

the QM cluster, and we studied pertinent properties of bridging OH groups of the zeolite

frameworks, OH vibrational frequencies, and deprotonation energies. The computational results

suggest that the local structure and the location of the OH groups exert a stronger effect than

the variation of the Al content of the framework.

1. Introduction
The contribution of computational methods for investigating
structure and catalytic properties of zeolite materials is
nowadays commonly acknowledged.1 Still, large unit cells
of realistic zeolite systems present a major obstacle that
restricts the wide-spread application of simulation methods.
Ab initio calculations that account for the periodicity of such
systems are, as a rule, computationally expensive and,
therefore, available mainly for highly symmetric frameworks
with unit cell of modest size.2,3 The symmetry of practically

important zeolite systems is often lowered by the presence
of defects (e.g. interstitials or adsorbed molecules) which
further complicate calculations. A well-recognized approach
for studying such local phenomena employs cluster models
where active sites are represented by a chemically relevant
finite part of the lattice.4-7 A significant drawback of this
approach is that it totally neglects the influence of the
surrounding crystal lattice on the reaction center. Therefore,
such models are not suitable for a variety of pertinent
problems of zeolite chemistry where one has to discriminate
active sites in structurally or chemically different environ-
ments, e.g. Brønsted acidic sites in aluminosilicates of
different framework structures and varying Al content.

Hybrid quantum mechanics/molecular mechanics (QM/
MM) methods8,9 are known to afford an accurate treatment
of such problems by taking into account thousands of atoms
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in the system at the cost of dozens. This efficiency is
achieved by describing only the immediate neighborhood of
the active site (cluster) with a high precision QM method
and by representing its environment at an more economic
level, e.g. with a MM method. Such QM/MM schemes
inherit the capability to model easily point defects (including
charged ones) from strategies based on traditional (isolated)
cluster models but overcome their deficiencies connected
with neglecting steric constraints and the electrostatic field
of the environment. However, to properly construct a QM/
MM method, one has to account both for long-range
electrostatic effects of the environment and the mechanical
coupling of the QM cluster with its immediate surrounding.
In addition, it is highly desirable to preserve the variationality
of the method as well as to reduce and control the influence
of the QM/MM border region.

A specific complication of high-level, accurate QM/MM
schemes is connected with the requirement to use a properly
parametrized MM force field (FF) for describing both
mechanical and electrostatic interactions between the QM
region and its MM environment. In view of the polar covalent
nature of siliceous and zeolite materials, it is crucial to model
correctly the electrostatic properties of the framework. A
practical and efficient way to achieve this goal assigns so-
called potential derived point charges (PDC)10 to lattice
centers and represents the polarizability of lattice oxygen
centers by a “shell model” scheme.11 However, to the best
of our knowledge, so far no force field has been developed
for Al-containing zeolites that simultaneously uses such
charges and allows for the polarization of O centers. The
PDC-based rigid ion model of Blake et al.12 is applicable to
Na-forms of aluminosilicates only, whereas the model of van
Santen et al.13 for H-forms of aluminoslicates relies on a
rigid-ion parametrization with atomic charges that are
relatively large compared to those derived from the electro-
static potential. The valence force field of Hill and Sauer14

utilizes rather small charges; at the other extreme, shell
models15,16employ too large (absolute) formal charges. These
force fields aim at reproducing structural features of zeolites
rather than their electrostatic field. Indeed, the latter param-
etrizations16 are invoked in the QM-Pot cluster embedding
which, at the quantum mechanical level, neglects long-range
interactions across the QM/MM border.9 Available PDC-
based force fields for siliceous frameworks12,17 are also
limited in number and scope; in particular, when used in
embedded cluster schemes, they are suitable for modeling
pure silica systems or systems with an extremely low Al
content where it is sufficient to locate Al atoms only in the
QM part of the system.8,17

The present work is the first QM/MM study of the Al
content effect on the properties of Brønsted active centers
in zeolites at the level of a combined electrostatic and
mechanical embedding. We used our covEPE embedding
scheme17 but developed a new FF for Al containing zeolites
that provides both a shell model treatment of oxygen centers
and assigns PDC to all centers of the zeolite framework,
including protons of bridging OH groups. This FF is an
extension of our previously reported PDC-based shell model
FF for pure siliceous materials.17 With these tools, we

investigated to which degree the structure, OH frequencies,
and deprotonation energies of Brønsted acidic sites in zeolites
are affected by changes of its Al loading. Our goal was to
derive a general correlation between chemical composition
and properties of the zeolite.

We studied a faujasite (FAU) zeolite with a wide range
of Si/Al ratios (∞, 47, 23, 11). Such highly dealuminated
lattices are not quite typical for faujasite, the Si/Al ratio of
which is usually below 3.18,19To model structures with high
local Al concentration, we considered two interacting (or
“paired”) acidic sites, i.e., a situation where Al centers are
located at closest possible distance. We compared the effects
of the Al content with that of the local structure around the
acidic OH group in a regular framework. For that purpose,
we modeled Brønsted centers located at O1(H) and O3(H)
crystallographic positions of a faujasite lattice as well as at
Al7-O17(H)-Si4 sites of zeolite HZSM-5 (with MFI
structure). Moreover, we discussed the accuracy of our results
with regard to size limitations of QM cluster models as well
as to the proximity of active Brønsted centers and the QM/
MM boundary.

2. Method and Models
2.1. CovEPE Embedding Approach.The covEPE embed-
ding scheme17 is specially set up to deal with systems that
feature covalent bonding. Dangling bonds of the model QM
cluster are saturated with monovalent atomic pseudopoten-
tials (pp) representing crystal lattice oxygen centers. The
parameters of these border atoms are adjusted to mimic the
behavior of real oxygen atoms as well as to minimize the
perturbation of the electrostatic field at the cluster boundary.
The method completely and explicitly includes both me-
chanical and electrostatic interactions between the QM cluster
and its MM lattice (lat) environment. For a correct descrip-
tion of the cluster surrounding, a force field is required that
is based on potential-derived charges and accounts for the
polarization of lattice centers.

The entire system under study is divided into an active
area, region I, treated at the QM level, and its MM
surrounding, region II, described with a force field. region
II is further partitioned into areas of explicit optimization
(IIa), with Mott-Littleton polarization (IIb), and an external
area (IIc). The total energyEtot of the QM/MM system
comprises three contributions which describe the interactions
in the QM cluster,Ecl, and the coupling between the QM
cluster and its environment,Eint, as well as the interactions
within the MM lattice,Elat.17

The environment affects the QM cluster via its Madelung
field and short-range forces. The last contribution includes
the FF interaction between regions I and IIa as well as forces
acting on the QM/MM boundary to restore the structure of
the frontier region of the cluster model as in a defect-free
lattice. The environmental lattice is subjected to a displace-
ment polarization, and the oxygen atoms of the MM
framework are also allowed to be polarized in shell-model
fashion due to changes of the charge distribution in the QM
cluster.

A covEPE treatment consists of the following steps: (i)
optimization of the structure of the ideal (regular- reg)
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periodic lattice with an atomistic force field; (ii) optimization
of the QM cluster (cl) modeling region I asreference(ref)
embedded in a “frozen” environment; (iii) energy minimiza-
tion of thedefectsite under study (e.g. an adsorption complex
or defect center) created within the QM part; and (iv) the
relaxation of region II while accounting for Coulomb and
short-range coupling with region I. The structure of the whole
system, comprising QM and classical regions, is determined
variationally by minimizing the total energy in steps (iii) and
(iv). One may expect artificial changes of structure and
charge distribution of an embedded system relative to the
system treated completely classicallyseven without any
guest species, impurities, or defects. To eliminate these
artifacts caused by the mismatch of descriptions inherent to
any hybrid method, one applies correction terms to the charge
density and the short-range interaction. These corrections are
estimated as difference between the total charge densities
and the short-range interactions for the regular MM and the
reference QM structures of the unperturbed lattice, calculated
in two preparatory steps 1 and 2, respectively:

Here,Rcl, Rpp, andRlat collectively refer to atomic positions
in the cluster, the boundary region, and the lattice environ-
ment, respectively, of the regular (reg) and the reference (ref)
structures. The double bar|| represents the classical Coulomb
interaction between two charge densities. By construction,
the environment is assured to retain its MM equilibrium
structure if a cluster representing a regular site is embedded.17

Steps (i) and (ii) need to be performed only once, before an
active region, modified by the presence of any type of the
defect, can be described in steps (iii) and (iv). The covEPE
computational procedure allows one to carry out a completely
variational treatment of the total energy with respect to all
degrees of freedom of regions I and II.

At variance with most of the other QM/MM schemes, the
covEPE method does not use H atoms to cap dandling bonds
of the QM cluster but specially adjusted monovalent oxygen
pseudoatoms, O*. The interactions of these pseudoatoms with
both the rest of the QM cluster and the MM lattice were
modified by short-range interaction terms and partial charges
∆qpp ) -0.3 e located at the position of the O* nuclei.
Different from our previous work,17 in the present study the
coupling via the QM/MM border does not only include two-
body O*-Si(MM) terms but also three-body interactions of
the types O*-Si(MM)-O(MM) and O*-Si(MM)-O*.
These extra terms ensure that the geometry of SiO4 units at
the QM/MM boundary remain closer to an ideal tetrahedral
configuration. The parameters of these three-body terms were
set equal to those for the O-Si-O interaction in our PDC-
based force field17 (kθ ) 0.89844; θ0 ) 109.47°). The
parametrization of the pseudopotential and the additional
interaction terms were specific for O* centers bound to Si
atoms both of the QM cluster and the MM environment; Al
atoms were not admitted as neighbors of O* centers to restrict
the number of parameters of the current covEPE scheme,

but restrictions result when one constructs QM cluster models
of Al-containing zeolites (see below). Further details of the
covEPE method and the parametrization can be found in ref
17.

2.2. Calculation of the QM Region.All embedded cluster
calculations were carried out with the covEPE scheme
as implemented in parallel density functional program
ParaGauss.20,21To treat the QM part of the systems, we used
the gradient-corrected exchange-correlation functional as
suggested by Becke (exchange) and Perdew (correlation);22

all calculations were performed in spin-restricted fashion.
We described Kohn-Sham orbitals with the following
Gaussian-type basis sets, contracted in generalized fashion:
(6s1p) f [4s1p] for H, (9s5p1d)f [5s4p1d] for O,
(12s9p2d)f [6s4p2d] for Al and Si.23 The Hartree contribu-
tion of the electron-electron interaction was calculated with
an auxiliary Gaussian-type representation of the electronic
charge density.24 The corresponding exponents were con-
structed by scaling the exponents of the orbital basis; a
standard set of p and d polarization exponents was added
on each atomic center.25 The structure of the QM clusters as
well as the location of the environmental EPE centers were
optimized without imposing any symmetry restriction.

As a measure of the acid strength of a bridging OH groups,
we calculated their deprotonation energies (DE) by subtract-
ing the total energy of the relaxed neutral (protonic) form
of the zeolite and the relaxed anionic (deprotonated) form.

The analysis of OH vibrational frequencies was carried
out on optimized structures. The force constant for the
vibrational mode was calculated numerically, using finite
differences of analytical energy gradients; we invoked the
approximation of one independent harmonic oscillator, i.e.,
only the O-H internal coordinate was varied during the
frequency calculation.

2.3. Force Field for Protonic Forms of Aluminosilicates.
When we introduced the covEPE approach, we described a
strategy for deriving a PDC-based shell-model force field,
and we successfully derived a FF for pure siliceous frame-
works.17 Here, we report the extension of this FF to protonic
forms of aluminosilicates based on the same parametrization
procedure. The following general expression for the total
energy is used for the aluminosilicate version of the PDC-
based shell model FF:

The chargesqi, describing the Coulomb interaction, are
estimated for optimized gas-phase clusters, invoking the
CHELPG procedure10 as implemented in the software
package Gaussian98.26 PDCs were determined from BP-DF
calculations with a TZV(d,p) basis set, using seven model
clusters of 2 to 5 T atoms which were terminated by OH
groups (Table 1; see also the Supporting Information). In
addition to the PDCs of Si, Al, and H, three different PDC
values were assigned to O centers, depending on their
position in the framework, OI and OII for Si-O-Si and Al-

V ) ∑
i,j

qiqj

rij

+ ∑
i,j

[Aij exp(-rij/Fij) - Cijrij
-6] +

∑
i

ki
sh∆ri

2 + ∑
j)T,O

kθ(θijk - θ0)
2 (2)

Eint
corr ) (Fcl

tot,MM(Rcl
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ref))||Flat(Rlat) +
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O-Si bridges, respectively, and OIII for a bridging OH group
(Table 1 and Figure 1). We took the chargesq(SiI) ) 1.2 e
andq(OI) ) -0.6 e from the FF for pure silica.17 The other
charges,q(OII), q(OIII ), q(Al I), andq(HI), were restricted by
the relation

to preserve the neutrality of the zeolite lattice. In other words,
the incorporation of Brønsted sites in the framework is
assumed to redistribute charge among the centers AlI, HI,
OII, and OIII near the acidic center but leave the charges of
the remaining system unchanged (Table 1). Note that the
PDC of aluminum,q(Al I) ) 1.1e, is only 0.1esmaller than
that of silicon centerssat variance with the rigid ion force
fields of van Santen et al.13 where the Al charge was fixed
to be 1.0e smaller than that of a Si center. Incidentally, our
PDC values are similar to the Mulliken charges obtained in
a periodic HF calculation of H-chabazite where a small STO-
3G basis set had been used:27 q(Al) ) 1.21e, q(Si) ) 1.42
e, q(O) ) -0.71e, q(H) ) 0.21e.

To derive a uniform FF suitable for modeling both
siliceous and aluminosiliceous materials, we kept the pa-
rameters for stretching (SiI-OI, OI-OI) and bending interac-

tions (SiI-OI-SiI and OI-SiI-OI) as reported earlier for a
SiO2 framework.17 However, these parameters were found
to be unsuitable for describing short-range interactions within
a tetrahedron centered on Si in the immediate vicinity of
Al-O(H)-Si bridges. To overcome this problem, we defined
a further type of oxygen centers, OIV, saturating three of the
four bonds of an Si center at an acidic site Al-O(H)-Si;
the latter silicon center was reassigned to type SiII (Figure
1). The atomic parameters of SiII and OIV centers (PDCs and
core-shell splitting of OIV) were taken from the correspond-
ing centers SiI and OI.

Because there is no precise experimental information on
the local structure of a zeolite framework in the proximity
of Al centers and bridging OH groups, we based the
parametrization of the interactions specific to aluminosilica
on computational data. For this purpose, we carried out
reference QM calculations at the same level as in the
subsequent hybrid covEPE calculations, to provide a coherent
description of the QM and MM parts of the system. The
parametrization procedure consisted of three steps, repeated
iteratively until convergence was reached. In the first step,
parameters for two-body O-O and O-H interactions [second
term in eq 2] and three-body O-T-O interactions [T) Si,
Al; fourth term in eq 2] were established, using potential
energy curves obtained for the corresponding reference gas-
phase cluster from DF calculations (Table 2). Then the pair-
potential interactions Si-O and Al-O were determined in
the second step. In the third step, the core-shell spring
constants,ksh, and the charges of core and shell of polarizable
oxygen centers were adjusted to reproduce changes in the
dipole moment of the free 3T cluster (OH)3Si-O(H)-Al-
O-Si(OH)3 as induced by point charge of 0.5e located at
about 10 Å from the center of the model cluster. Finally,
once the values of these iteratively determined parameters
had converged, the force constants of three-body interactions,
Al-O-Si and H-O-Si(Al), were fitted in a single step.
At variance with the Si-O-Si interaction in the silica FF,17

they were not fitted to experimental data but determined to
yield structure and unit cell parameters of H-chabazite. In
fact, these results turned out to agree closely with those
obtained from the DF-based FF of Sierka and Sauer (Table
3).16b

The resulting force field was found to reproduce success-
fully the structure of isolated acidic sites (also of systems
with several such centers) but failed to predict structures
where acidic centers are separated by one Si atom only, e.g.
where two hydroxyl groups are located in the same 4-ring.
Apparently, at a high local Al concentration, oxygen pairs,
e.g. OII-OII or OII-OIII , interact not only via an Al atom
but also via a Si center. In such special cases, global short-
range parameters determined for all interactions within the
common cutoff of 8 Å do notseem to work well. To avoid
this problem, we added a local two-body interaction of O-O
type to the force field (with a smaller cutoff of 4 Å) which
acts onlywithin certain tetrahedra; see Table 2. Thus, only
pairs of O centers bound to thesameT atom interact via
this additional term.

In Table 4, we provide several examples that demonstrate
the performance of our new PDC-based FF for alumino-

Table 1. Potential-Derived Charges (in e) for
Aluminosilicate Clustersa Optimized without Embedding

potential-derived chargesb

cluster OI OII OIII SiI AlI HI

Si3O10H8
c -0.48 1.20

Si4O12H8
d -0.48 1.11

AlSiO7H7
e -0.15 1.14 0.35

AlSi2O10H9
f -0.56 -0.28 1.19 1.13 0.33

AlSi2O10H9
g -0.43 -0.29 1.14 1.09 0.33

AlSi3O12H9
d -0.33 -0.47 -0.20 1.07 0.96 0.27

-0.48
AlSi4O16H13

h -0.62 -0.34 1.21 1.22 0.35
-0.67 1.29

final assignment -0.6 -0.75 -0.4 1.2 1.1 0.35
a For sketches of the model clusters, see Figure 4 in the Supporting

Information. b For the designation of atom types, see Figure 1. c 3T
chainlike cluster (Figure 4a). d Four-membered ring (Figure 4b,f). e 2T
model (Figure 4c). f 3T Si-Al-Si chainlike cluster (Figure 4d). g 3T
Al-Si-Si chainlike cluster (Figure 4e). h 5T cluster with central Al
atom surrounded by O and Si shells (Figure 4g).

Figure 1. Designation of atomic centers used in the PDC-
based shell-model force field for H-zeolites. Centers outside
the dashed rectangle are common to the force fields for pure
silica and aluminosilicates; centers inside the rectangle are
specific to Al-containing lattices.

q(SiI) + 4q(OI) ) q(Al I) + q(HI) + 3q(OII) + q(OIII ) (3)
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silicates (PDC in Table 4). We compare the force field results
on structural parameters of faujasite (Si/Al) 47, 23, 11)
with those for zeolite lattices optimized with other first-
principles force fields and free QM reference models. In
agreement with the B3LYP-based FF which utilizes formal
charges (FC in Table 4),16b our force field demonstrates no
significant structural changes for isolated acidic sites when
the Al loading of a unit cell increases. Bond lengths
calculated with both FFs agree within 0.03 Å. Except for
SiII-OIII bonds, the B3LYP-derived FF gives shorter bond
distances; that feature seems to be inherited from the B3LYP
approach used to generate set the QM reference data.
Compared to the B3LYP-based FF, results from our FF
turned out to be less sensitive to the presence of neighboring
Al centers; in comparison to isolated sites, bond distances
of paired acidic sites changed by 0.025 Å in the B3LYP-

based FF, whereas such changes do not exceed 0.004 Å in
our FF. As expected, our parametrization fits very well the
set of reference structure parameters of isolated QM clusters
(Table 4). AlI-OII, SiII-OIII , and OIII-HI bond lengths agree
perfectly between periodic and QM cluster structures; SiII-
OIV and SiI-OII bond distances are reproduced within 0.02-
0.03 Å. The largest discrepancy, 0.04 Å, was obtained for
the AlI-OIII bond. Note that AlI-OIII-SiII angles from FF
and QM calculations agree within 2° although this interaction
was not parametrized on QM data.

Very recently, EXAFS studies28 on the surrounding of Al
centers in zeolites with FAU and MFI structure provided
experimental interatomic Al-O and Al-Si distances as well
as O-Al-O angles which are suitable for comparison with
our results. In line with these data, our force field predicts
an Al-O bond in a Al-O(H)-Si fragment 0.2 Å longer
(Al I-OIII in Table 4) than in an Al-O-Si bridge (AlI-OII

in Table 4). Our force field is parametrized to reproduce
structural data obtained at the BP level, an approach which
has a tendency to overestimate bond lengths. This known
trend is reflected by our calculated Al-O bond distances in
faujasite which are 0.02-0.04 Å longer than the experimental
values determined with EXAFS. Similarly, the average
measured Al-Si distance, 3.11,28 is shorter than the corre-
sponding average of calculated distances, by 0.08 Å (Table
4).

In summary, for the first time, we generated a shell-model
force field for H-forms of aluminosilicates. This new FF uses
realistic charges for the lattice centers and thus is suitable
to create an adequate electrostatic field in the vicinity of
hydroxyl acidic sites.17

Table 2. Parametersa of a PDC-Based Shell-Model Force
Field for the Protonic Form of Aluminosilicates

short-range parameters

FF interaction A, eV F, Å C, eV Å6

Two-Body
AlI-OII

b 29617.225 0.189495 122.39
AlI-OIII

b 40768.575 0.197235 181.04
SiI-OI ) SiI-OIV 51431.799 0.174872 131.11
SiI-OII

c 35091.342 0.190375 174.57
SiII-OII 35291.445 0.189265 187.52
SiII-OIII

d 40184.694 0.183955 166.99
SiII-OIV

d 55400.776 0.172102 144.27
OI-OI ) OI-OIV 95169.354 0.199100 43.636
OI-OII

c ) OII-OIV 17471.593 0.268175 413.39
OII-OIV (T ) SiII)e 30471.574 0.259285 159.59
OI-OIII ) OIII-OIV

d 38115.954 0.239040 125.58
OII-OII

b 93947.963 0.223816 57.488
OII-OII (T ) SiI or SiII)e 17471.593 0.268175 413.39
OII-OIII

b 9418.570 0.240302 6.4444
OII-OIII (T ) SiII)e 37214.853 0.238941 120.98
OIV-OIV

d 95169.354 0.199100 43.636
OIV-OIV (T ) SiII)e 59194.280 0.238835 147.22
OIII-HI

b 7518.521 0.117834 2.0915

FF interaction kθ, eV rad-1 θ0, degree

Three-Body
OII-AlI-OII

b 0.87410 109.47
OII-AlI-OIII

b 0.84520 109.47
Om-SiI-On 0.89844 109.47
OII(OIV)-SiII-OII(OIV)d 0.86564 109.47
OII-SiII-OIII

d) OIV-SiII-OIII 0.87080 109.47
SiI-OI-SiI ) SiI-OIV-SiII 5.62 163.4
AlI-OII-SiI 6.72 162.4
AlI-OII-SiII 6.57 163.4
AlI-OIII-SiII 6.44 150.3
AlI-OIII-HI 9.65 129.8
SiII-OIII-HI 9.75 141.0
SiII-OIV-SiII 6.70 166.2
a For the definition, see eq 2; see also Figure 1 for the designation

of the atom types. b From 5T model (OH)3Si-O(H)-Al(OSi(OH)3)2-
OSi(OH)3 with central AlO4 tetrahedron. c From 6T model (OH)3Si-
O(H)-Al(OH)2-O-Si(OSi(OH)3)3. d From 5T model (OH)3Al-O(H)-
Si(OSi(OH)3)2-OSi(OH)3 with central SiO4 tetrahedron. e Local
interaction, valid only within the tetrahedron centered on atom T (see
text).

Table 3. Comparison of Unit Cell Parameters (Å, deg),
Elastic Constants (1010 Nm-2), and Bulk Modulus (GPa) of
H-Chabazite Calculated with Our PDC-Based (PDC) Force
Field and a B3LYP-Derived Force Field Based on Formal
Charges (FC)

chabazite (Si/Al ) 11) chabazite (Si/Al ) 5)

PDC FCa PDC FCa

a 9.415 9.438 9.359 9.456
b 9.333 9.458 9.513 9.518
c 9.335 9.386 9.246 9.504
R 93.987 94.776 92.924 95.451
â 94.691 93.951 92.541 93.905
γ 93.766 95.363 95.416 94.932
C11 11.08 9.56 8.01 9.54
C12 5.18 5.13 4.18 5.76
C13 6.17 5.79 2.56 5.71
C22 9.94 8.88 8.60 9.35
C23 4.95 5.41 2.37 5.54
C33 11.65 9.88 6.46 9.25
C44 1.51 1.26 1.47 1.16
C55 1.72 1.10 1.41 1.15
C66 1.55 1.08 1.34 1.08
ε11 1.61 2.78 1.69 2.85
ε33 1.62 2.92 1.65 2.88
ε11

∞ 1.53 1.43 1.56 1.43
ε33

∞ 1.53 1.44 1.56 1.43
bulk modulus 69.94 60.73 43.09 62.53

a Reference 16b.
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2.4. Structures Modeled.The QM/MM systems were
constructed so that Al-containing QM clusters (exactly, their
protonic form) representregularstructures of zeolite lattices,
i.e., the Al-containing structures were first optimized at the
MM level and the nuclei of the QM cluster were placed at
the positions of the corresponding MM centers. Structures
with Si/Al ) ∞ form an exception: there, Al centers were
constructed as defects in a pure silica lattice. We denote QM/
MM models with x T-atoms and n Al centers in the QM
cluster byxT-nAl -Oz/N; z refers to the crystallographic
position of the oxygen center of the bridging OH group, and
N is the Si/Al ratio in the unit cell. The relative position of
the Al centers (in the case of more than one Al atom in a
unit cell) was chosen to obey Lo¨wenstein’s rule, i.e., Al
atoms are separated by at least one Si center. Additional
conditions were imposed by the specifics how we treat the
QM/MM boundary region in our covEPE scheme. As
mentioned in section 2.1, we avoided Al(QM)-O* and O*-
Al(MM) bonds in QM/MM calculations because they would
have required further short-range parameters and an ad-
ditional type of O* pseudopotential.

2.4.1. Faujasite.The faujasite structure consists of sodalite
cages connected via hexagonal prisms which form so-called
supercages.29 The lattice features four- and six-membered
rings as parts of these building blocks and twelve-membered
windows between the supercages. The pure silica form of
faujasite exhibits only one crystallographic T atom position
and four oxygen positions in a unit cell. The primitive unit
cell of an Al-free structure contains 144 lattice atoms (48
SiO2 units). The H-forms of faujasite were constructed by
replacing Si atoms with Al and adding a charge compensating
proton to one of the four neighboring oxygen centers.
Structures with Si/Al ratios of 47, 23, and 11 were modeled
by inserting 1, 2, and 4 Al atoms per unit cell, respectively.
A structure with infinitely small Al content (1 Al center in
the entire lattice, Si/Al) ∞) was modeled by introducing

the Al center only at the QM level with the surrounding MM
lattice being pure silica.

Brønsted acidic sites were represented by various embed-
ded QM cluster models. The smallest,5T-1Al-O1/∞ and
5T-1Al-O1/47, have five tetrahedral (T) atoms in the QM
cluster with one central Al atom and an acidic proton attached
to an O1 crystallographic position (Figure 2a). With the
systems8T-1Al-O1/N (N ) ∞, 47, 23, 11), we studied how
the Al content affects the properties of acidic sites; in these
model series, chemically identical QM parts represented two
coupled 4-rings with a central Al-O(H)-Si bridge termi-
nated by an OSiO*3 groups at each T atom of the bridge
(Figure 2b). We also used an alternative 8T QM model,
8T(4R)-1Al-O1/23; there, one 4-ring with two opposite
T-atoms terminated by OSiO*3 moieties was embedded in a
framework with Si/Al ) 23 (not shown in the figure). A
pair of acidic sites, located in one four-membered ring, was
described with the models8T-2Al-O1/23 and 10T-2Al-
O1/23(Figure 2c,d). The cluster models8T-1Al-O3/47and
10T-1Al-O3/47 (Figure 2e,f) were used to describe Brøn-
sted acidic sites with hydrogen connected to oxygen in an
O3 crystallographic position.

2.4.2. ZSM-5. Zeolite ZSM-5 features an MFI lattice
which consists of five- and six-membered rings whose edges
constitute 10-membered rings that border the largest cavities.
The latter rings form straight channels in [010] direction,
perpendicularly intersected by zigzag channels in [100]
direction. The Al-free form of ZSM-5 exhibits 12 crystal-
lographic positions for Si atoms and 26 for O atoms. The
primitive unit cell of pure silica is orthorhombic and
comprises 288 atoms in 96 SiO2 units. We modeled a ZSM-5
structure with Si/Al) 11, a value typical for this material.19

This Si/Al ratio corresponds to 8 Al atoms and thus 8
bridging OH groups in a unit cell. The eight Al-O(H)-Si
bridges in the initial classical optimization of the structure
were located in four T7-O17-T4 positions, three T1-O15-

Table 4. Selected Structural Parameters (Distances in Å, Angles in deg) for H-Faujasite with 1, 2, and 4 Al Centers in the
Unit Cell (Si/Al ) 47, 23, 11) Obtained with Our PDC-Based Force Field (PDC) and a B3LYP-Derived Shell Model Force
Field Based on Formal Charges (FC)a,g

Si/Al ) 23

parameterb QM modelc Si/Al ) 47 isolated paired Si/Al ) 11

AlI-OIII
d 1.954 PDC 1.910 1.914 1.905, 1.920 1.913

FC 1.897 1.902 1.869, 1.875 1.897
SiII-OIII 1.696 PDC 1.686 1.687 1.687, 1.694 1.686

FC 1.707 1.707 1.731, 1.732 1.704
OIII-HI 0.980 PDC 0.985 0.985 0.984, 0.985 0.985

FC 0.971 0.971 0.968, 0.969 0.971
AlI-OII

e 1.709 PDC 1.706 1.705 1.705, 1.712 1.704
FC 1.714 1.709 1.722, 1.730 1.717

SiII-OIV 1.607 PDC 1.632 1.632 1.630, 1.635 1.631
FC 1.616 1.616 1.608, 1.615 1.613

SiI-OII 1.604 PDC 1.628 1.625 1.619, 1.626 1.622
FC 1.598 1.602 1.594, 1.597 1.601

〈AlI-SiII〉f PDC 3.188 3.192 3.192, 3.189 3.189
AlI-OIII-SiII 131.6 PDC 129.3 129.7 129.8 129.5

a Reference 16b. b For the definition of the types of atoms, see Figure 1. c Values used for establishing FF parameters (with the exception
of the angle AlI-OIII-SiII). d Exp. 1.87 ( 0.01 Å in ref 28a; 1.89 ( 0.025 Å in ref 28b. e Exp. 1.68 Å in ref 28a; 1.66 Å in ref 28b. f Averaged
value; exp. 3.11 Å in ref 28a. g In all structures, the acidic OH groups were located at O1(H) crystallographic positions. Also shown are QM
(DFT-BP) results for the QM ref 5T and 6T cluster models in the gas phase; for the description of the clusters, see the footnotes to Table 2 and
the Supporting Information.
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T10 positions, and one T8-O8-T9 crystallographic positions
of the pure silica unit cell. For the QM/MM calculations,
we used the cluster model9T-1Al/11 with a bridging OH
group in position O17, e.g. to yield the acidic site Al7-
O17(H)-Si4 (Figure 3a) with the OH group directed into a
zigzag channel. As experimental information about preferred
substitution of T-sites by Al is lacking, we chose the Al
positions based on theoretical predictions. In an atomic
simulation using an empirical potential, the highest prob-
ability for an Al atom in the ZSM-5 lattice was attributed to
position T7.30 Using a DFT-based shell model, Al substitution
at T7 was calculated only 5.4 kJ mol-1 less stable than the
energetically most preferred site T1.31 The possibility to
compare our results with those of the QM-pot cluster
embedding approach32 further motivated us to choose this
site.

3. Results and Discussion
3.1. Effect of QM Cluster Size. Before discussing the
framework effects on the characteristics of Brønsted acid
sites in QM clusters, we considered computational uncertain-
ties connected with the choice of QM cluster models. With
covEPE embedded clusters, a major source of uncertainties
could be the QM/MM border and its interaction with the
active center (an acidic proton in the present study). The
effective Mulliken charge of border oxygen pseudoatoms O*
(-0.5e) is less (in absolute value) than the Mulliken charge

of real oxygen QM centers17 (-0.8 e), despite the PDC
increment of-0.3 e assigned to the core of O*. As noted
previously,17 the electrostatic potential close to the O*
consequently is 0.02 au more positive than the potential of

Figure 2. Embedded QM cluster models of various sites of faujasite: a - 5T-1Al-O1, b - 8T-1Al-O1, c - 8T-2Al-O1, d -
10T-2Al-O1, e - 8T-1Al-O3, and f - 10T-1Al-O3.

Figure 3. 9T QM model containing the acidic site Al7-
O17(H)-Si4 of an HZSM-5 framework: a - view along a
straight channel (pseudoatoms O* terminating the QM cluster
represented as lines) and b - view from a zigzag channel
(surrounding lattice omitted).
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a reference MM system comprising an array of potential-
derived charges at the lattice positions. Also the Mulliken
charge of the Si center close to the border pseudoatom is
0.2e less positive than charge on Si atoms farther from QM/
MM border. Therefore, upon embedding of small QM
clusters, the electrostatic field in the vicinity of an acidic
proton might be perturbed, affecting the properties of the
proton. To estimate this effect, we compared results for
structure, charge distribution, OH vibrational frequency
ν(OH), and deprotonation energy DE when the QM region
is extended from a 5T to an 8T cluster model for systems
with Si/Al ratio of infinity and 47 (Figure 2a,b).

Comparing calculated structural features of isolated Brøn-
sted sites as obtained with the smaller 5T and the larger 8T
QM models, one finds only minor differences in bond lengths
(Table 5). The maximum change occurs for the Al-Ob

bond: it is about 0.01 Å longer in the smaller models. Other
bond distances change at most 0.004 Å. In the 5T models,
the H center of the Al-Ob(H)-Si bridge is rather close to
terminating pseudoatoms (Figure 2a); thus, bond angles
around the Ob center are distorted as compared to the
extended 8T QM clusters (Figure 2b), where the acidic site
and border centers O* are separated by oxygen and silicon
shells. In the 5T model with Si/Al) 47 in the environment,
the angle Al-Ob-Si was reduced by 3° and the angle
H-Ob-Al increased by 3°. For Si/Al ) ∞, larger distortions
occur in the 5T model: angles H-Ob-Si and Al-Ob-Si

decrease by 4-5° and concomitantly the proton bends 7°
more out of the Al-Ob-Si plane. The large perturbations
in the latter system may be due to a shorter H-O* distance,
2.48 Å in5T-1Al-O1/∞ vs 2.62 Å in5T-1Al-O1/47. The
nonbonding distance H-OAl between the proton of the Al-
O(H)-Si site and oxygen centers connected to the Al atom
is also sensitive to the distance between the active site and
the nearest pseudoatom O* (Table 5). Larger H-O* separa-
tions in 8T QM models (4.5-4.6 Å vs 2.5-2.6 Å in 5T
models) correlate with shorter H-OAl distances, 2.6-2.7 Å,
compared to 2.80-2.88 Å in 5T models. Thus, a weaker
interaction of H with a pseudoatom O* results in stronger
H-OAl interaction. OAl centers are known to exhibit a high
basicity;33 thus, when the interaction of such a center with
the acidic proton increases, one expects an elongation of the
O-H bond, as is indeed the case (cf. 0.976 Å in5T-1Al-
O1/47 vs 0.978 Å in8T-1Al-O1/47). These deliberations
on the proximity of OAl and acidic hydrogen is able to
rationalize the difference of the O-H bond lengths in the
8T-2Al-O1/23 model; indeed, the OH group at 2.77 from
the OAl center is 0.976 Å, while the OH group at 2.67 Å is
0.978 Å (section 3.2).

As a consequence of the above-mentioned structural
changes, the charge distribution at the active OH site of small
5T QM clusters differed very slightly from that of larger 8T
models. With the larger separation of the active site from
border atoms O*, the Mulliken charge of the Ob oxygen

Table 5. Selected Structural Parameters (Distances in Å, Angles in deg), Harmonic OH Frequencies ν(OH) (in cm-1), and
Deprotonation Energies DE (in kJ mol-1) for Acidic Al-Ob(H)-Si Sites Modeled within QM Clusters Embedded in a
Faujasite Lattice of Varying Al Contentl

Si/Al ∞ 47 23 11

cluster 5T-1Ala 8T-1Alb ∆c 5T-1Ala 8T-1Alb ∆c 8T-1Alb 8T-1Ald 8T-2Ald 10T-2Ale 8T-1Alb

Al-Ob 1.954 1.945 -0.009 1.958 1.954 -0.004 1.958 1.949 1.953; 1.923 1.942; 1.916 1.956
Al-O 1.711 1.710 -0.001 1.711 1.712 0.001 1.712 1.706 1.715; 1.700 1.718; 1.701 1.710
Al-O 1.714 1.724 0.010 1.724 1.722 -0.002 1.724 1.723 1.723; 1.719 1.722; 1.724 1.722
Al-O 1.723 1.728 0.005 1.728 1.731 0.003 1.731 1.732 1.739; 1.759 1.739; 1.759 1.733
Si-Ob 1.716 1.718 0.002 1.718 1.722 0.004 1.724 1.717 1.753; 1.742 1.754; 1.742 1.724
Ob-H 0.978 0.978 0.000 0.976 0.978 0.002 0.978 0.978 0.978; 0.976 0.979; 0.976 0.978
H-O* f 2.480 4.484 2.618 4.569 4.561 2.751 2.791; 2.773 4.584; 2.756 4.528
H-OAl

g 2.88 2.62 2.80 2.70 2.72 2.68 2.67; 2.77 2.65; 2.78 2.74
〈Al-Si〉h 3.19 3.21 3.21 3.21 3.22 3.21 3.21; 3.22 3.21; 3.21 3.21
Al-Ali 17.44 17.44 8.65 8.65 4.56 4.56 7.48
O-Al-Ob 98.1; 97.1; 98.1; 99.1; 99.5; 98.8; 99.3; 100.9; 98.9; 104.0; 100.0;

98.9; 102.; 100.; 102.3; 102.4; 100.4; 108.0/99.9; 107.0/100.7; 102.1;
101.2 103.9 101.9 102.8 102.8 102.2 101.5; 103.6 101.7; 102.7 102.2

O-Al-O 116.8; 114.4; 116.7; 115.0; 114.4; 115.2; 113.1; 115.8; 112.5; 115.2; 114.6;
117.6; 115.4; 117.0; 116.0; 115.7; 117.0; 117.0/111.2; 117.0/111.8; 116.2;
117.8 119.0 117.4 117.6 118.2 118.1 118.3; 118. 5 117.7; 118.5 117.6

Al-Ob-Si 127.5 132.0 4.5 128.7 131.3 2.6 131.3 130.3 127.7; 128.2 128.2; 127.5 131.0
H-Ob-Al 111.3 110.0 -1.3 114.0 111.2 -2.8 111.3 110.3 108.6; 112.1 108.4; 112.7 111.9
H-Ob-Si 112.4 116.3 3.9 117.1 115.8 -1.3 115.6 116.8 116.0; 114.7 114.8; 114.2 115.6
H-oplk 8.8 1.8 -7.0 0.2 1.7 1.5 1.8 2.6 7.7; 5.0 8.6; 5.6 1.5
ν(OH) 3747 3714 -33 3754 3720 -34 3721 3730 3727; 3749 3723; 3746 3725
DE 1276 1271 -5 1285 1270 -15 1266 1264 1270 1270 1265

a Branched pentameric QM model (Figure 2a). b QM cluster in the form of two fused 4-rings (Figure 2b). c Changes in parameters of the 8T
QM cluster with respect to the 5T QM cluster. d QM cluster based on one 4-ring with branches: systems 8T-1Al(4R)-O1/23 (not shown) and
8T-2Al-O1/23 (Figure 2c). e See Figure 2d (DE value for removal of the proton at 4.58 Å from O*). f Distance between acidic H and nearest
pseudoatom O*. g Distance between acidic H and oxygen connected to Al atom. h Average Al-Si distance. i Shortest distance between Al centers
in QM cluster and MM environment. k Bending angle of acidic H out of the Al-Ob-Si plane. l Bridging oxygen centers Ob of all models are
located at O1 crystallographic positions.

466 J. Chem. Theory Comput., Vol. 1, No. 3, 2005 Ivanova Shor et al.



center decreased (by absolute value) from-0.78 to-0.76
e and the charge of the proton increased from 0.38 to 0.39
e.

In line with the elongation of the O-H bond length by
0.002 Å, the OH vibrational frequency decreases by 33-34
cm-1 when the 5T cluster is expanded to an 8T model. The
proximity of the QM/MM boundary to the acidic proton also
affects the deprotonation energy DE: it decreases by 5-15
kJ mol-1 when the size of the QM model increases (Table
5). The QM-Pot embedding scheme also yielded small QM
cluster size effects on DE values of faujasite and ZSM-5
lattices, 1-6 kJ mol-1.9

The OH frequencies of larger 8T QM clusters are not
affected by pseudoatoms, probably because their H-O*
distance is larger than in 5T models (see above). This is
corroborated by further extending the QM cluster in the 10T
models. For instance, in the model10T-2Al-O1/23the OH
frequency decreases by 4 cm-1 (section 3.2) andν(OH)
increases by 6 cm-1 (section 3.3). Concomitantly, DE values
change at most 12 kJ mol-1. Thus, the features of acidic
centers under discussion are already converged for the 8T
models.

3.2. Effect of Al Content. In our study we tried to
distinguish two ways how the Al content can affect properties
of acidic sites in zeolites. First, we considered long-range
effects of the overall Al content of the zeolite as monitored
by the Si/Al ratio of the MM framework. Second, we studied
the direct influence of two Al centers close to each other,
by including a second Al center in the QM cluster.

In Table 5 we present the results for QM clusters
embedded in a faujasite structure with different Si/Al ratio
in the MM region, namely 11, 23, 47, and∞. As can be
seen, the structure of the Al-Ob(H)-Si fragment within the
8T QM cluster is only weakly affected by the Al content of
the environment. The Al-Ob and Si-Ob bond lengths
involving the protonated oxygen center Ob are elongated only
by 0.012 and 0.008 Å, respectively, when the Si/Al ratio
decreases from infinity to 11. The other three Al-O bond
lengths remain essentially constant; changes do not exceed
0.005 Å. The Ob-H bond distances in the models8T-1Al-
O1/N with N ) 47, 23, 11 are all calculated equal, and only
0.001 Å shorter than for the system8T-1Al-O1/∞ with a
pure-silica environment. Along this series, the average Al-
Si distance varies within 0.01 Å only. Pertinent bond angles
of all clusters agree within 2°. As the structure of the MM
lattice is rather tolerant to changes of the Si/Al ratio from
47 to 11 (Table 4), the MM surrounding imposes very similar
steric constraints on all these QM models. This may explain
why clusters embedded in the same framework, but with
different Al content, yield nearly identical structural param-
eters. Based on atomistic simulation with the valence force
field of Hill and Sauer,14 faujasite was found to retain its
local structure over an even wider range of Si/Al ratios, from
191 to 2.43.

Reduction of the Si/Al ratio in a faujasite lattice from
infinity to 11 results in a small increase of the OH vibrational
frequency, by 11 cm-1 (Table 5), which correlates with minor
changes in O-H bond length in this row. Sierka et al.
reported34 a similarly small effect of the chemical composi-

tion of the FAU lattice on the O-H stretching frequency in
a QM-Pot study. Using 4T embedded QM clusters at the
B3LYP level, they determined an increase of the OH
frequency by 11 cm-1 for the O1(H) position when the Si/
Al ratio decreased from 47 to 3; at the HF level, they
obtained a positive shift of the same order, 25 cm-1. The
calculated trend of increasing frequencies with increasing
Al content is in line with experimental observation: for HY
zeolite (Si/Al) 20.7 to 2.5), the O1(H) band was found to
shift by 17 cm-1 to higher frequencies.35 OH frequencies
from fully periodic B3LYP calculations on H-chabazite
scattered more.2 An increase of the Al content from Si/Al
) 11 to 3 caused the vibrational frequency of an O1(H)
acidic site to increase by 21 cm-1. Even larger Al loading,
Si/Al ) 1, resulted in a sharp jump ofν(OH) by 24 cm-1.
However, this could be an artifact of the computational
procedure2 because in that work zeolite structures (including
OH groups) with Si/Al> 1 were optimized at the MM level,
at variance with the case Si/Al) 1 where everything was
done at the DFT level.

Isolated acidic sites modeled within 8T QM clusters have
very similar deprotonation energies, irrespective of the Si/
Al ratio in the surrounding MM part. Variations of the DE
values, 1265-1271 kJ mol-1, are comparable to the accuracy
of the computational modeling; for instance, errors due to
the limited size of the QM model are estimated to 5-15 kJ
mol-1, see section 3.1. Nearly constant DE values, 1242-
1250 kJ mol-1 (HF) and 1196-1198 kJ mol-1 (B3LYP),
were also obtained with 4T QM clusters embedded in FAU
environments with Si/Al ratios ranging from 47 to 3.34

The present QM/MM study, carried out at the level of
mechanical and electrostatic embedding, does not find any
strong effect of the Al concentration in the zeolite lattice on
structural parameters, spectroscopic features, and deproto-
nation energies of isolated Brønsted sites. This result can be
rationalized by the large spatial separation among pertinent
Al-O(H)-Si sites. Indeed, the distance from the Al atom
in the QM clusters to the nearest Al center in the surrounding
exceeds 7 Å for lattices with the largest Al loading, Si/Al)
11 (Table 5). At such distances, a minor charge redistribution
within the MM lattice, induced by incorporating acidic sites
(0.1-0.2e for the substitutions SiI f Al I, OI f OII, OI f
OIII and 0.35e for proton addition), is hardly noticeable in
the QM region. As corroboration, note that the electrostatic
potential in the vicinity of acidic hydrogen centers is
perturbed less than 10 kJ mol-1 when the Si/Al ratio in the
MM environment decreases from 47 to 11.

Al centers in paired acidic sites are only 4.5 Å apart. For
such a configuration,8T-2Al-O1/23 (Figure 2c), the
calculated DE value is 6 kJ mol-1 higher than for an isolated
acidic site,8T(4R)-1Al-O1/23: (1270 and 1264 kJ mol-1,
respectively; Table 5). We also considered a larger cluster
model with two Al centers,10T-2Al-O1/23, where, upon
removal of an OH group far from the border, we obtained a
DE value that was 4 kJ mol-1 higher than the corresponding
model with one Al center,8T-1Al-O1/23. This finding
corroborates the assertion that the deprotonation energy
grows with the number of Al neighbors of the silicon atom
in the Si-O(H)-Al bridge as observed experimentally by

Aluminum Content of a Zeolite Framework J. Chem. Theory Comput., Vol. 1, No. 3, 2005467



Datka et al.36 A somewhat larger increase of DE for paired
acidic sites was reported in a QM-pot study based on smaller
4T QM cluster models34 that were embedded in a faujasite
lattice; there, the DE values for models with two Al centers
were calculated 24-28 kJ mol-1 higher for paired 4T-2Al
acidic sites compared to isolated 4T-1Al acid sites. A recent
DF study based on isolated cluster models of a faujasite
6-ring (containing also two Al centers in next-nearest
neighbor positions) also suggested an increase of DE from
1203 kJ/mol for a monoprotonated to 1251 kJ/mol for a
diprotonated cluster.37 Note, however, that our calculations
were carried out on larger 8T and 10T QM clusters, at
variance with 4T34 and 6T QM models37 used in the two
studies just mentioned above; also, the present computational
approach is more sophisticated.

At variance with deprotonation energies, OH vibrational
frequencies were calculated to be sensitive to the presence
of an additional Al atom as nearest neighbor of the Si center
of the bridging OH group. One OH frequency increased from
3721 cm-1 for 8T-1Al-O1/23 to 3749 cm-1 for 8T-2Al-
O1/23 and to 3746 cm-1 for 10T-2Al-O1/23 (Table 5).
However, the second OH band (3727 cm-1 in 2Al-8T and
3723 cm-1 in 2Al-10T) remained almost unchanged, exhibit-
ing shifts of only 2-6 cm-1 with respect to the frequency
of the isolated acidic site. The differentiation of OH
frequencies in “paired” acidic sites can be explained by their
different crystallographic surroundings. Indeed, the Al center
of one Al-O(H)-Si bridge connects to the Si atom of
another acidic site via oxygen at an O2 crystallographic
position, whereas the Al atom of the other acidic site has an
oxygen neighbor at position O3, located in a four-ring with
two Al centers. Therefore, the changes due to the close
location of two Al-O(H)-Si bridges in the local structures
of these acidic sites are different (Table 5). Note that the
higher OH frequency corresponds to the OH group with a
shorter O-H bond (by 0.002-0.003 Å). Such bond contrac-
tion, in turn, weakens the attraction of the proton to the
corresponding basic center OAl; cf. the H-OAl distances of
2.77 Å and 2.67 Å for the two sites of2Al-8T.

In summary, Al loading of a zeolite lattice affects some
of the properties of acidic sites in a noticeable fashion, but
only when Al centers are located at closest possible distances,
i.e., separated by only one SiO4 tetrahedron. Such a
neighborhood of Al centers results in significant geometry
changes of the corresponding acidic sites and a notable
increase of the frequency of the nearby OH group. Variation
of the Al content far from a bridging OH group does not
lead to significant changes in the properties of the active
center. A similar conclusion was drawn from an experimental
IR study on N2 sorption at HY samples with Si/Al ratios
between 2 and 17.38

3.3. Effect of Crystallographic Oxygen Position and
Framework Structure. In contrast to the minor influence
of the Al loading of the lattice on structure, spectroscopic
features, and deprotonation energies of acidic centers, we
observed in our modeling that structural constraints of the
surrounding framework on the geometry of an Al-O(H)-
Si bridge exert a clear effect. In particular, the OH vibrational
frequency is sensitive to the crystallographic position of the

bridging oxygen center to which the acidic proton is attached.
Frequencies corresponding to different crystallographic hy-
droxyl positions in a faujasite lattice can differ by as much
as 85-91 cm-1; see the results for the cluster8T-1Al-O1/
47 modeling an group O1(H) which points inside a 12-
membered ring and the clusters8T-1Al-O3/47 and 10T-
1Al-O3/47modeling O3(H) groups which point inside six-
membered rings (Table 6). These results are consistent with
the experimentally measured splitting of 73 cm-1 between
high O1(H) and low-frequency O3(H) bands in IR spectra
of faujasites.35

Also this frequency difference has a structural origin: the
O1-H distance of a hydroxyl group pointing into the larger
12-ring is 0.004 Å shorter than the distance O3-H. This
difference may be rationalized by the formation of a weak
hydrogen bond across the smaller 6-ring, with oxygen centers
at about 2.7 Å from the proton attached to O3. The
12-membered ring is too large for the formation of a
hydrogen bond involving the O1(H) group. Because border
pseudoatoms O* as a part of the 6-ring of the8T-1Al-O3/
47 model (Figure 2e) are still too close to the active center,
they may distort the electrostatic field in the neighborhood
of the acidic proton and consequently affect its properties.
To exclude this possibility, we included the 6-ring completely
in the QM cluster in the10T-1Al-O3/47 model. Yet, we
found the geometrical features and the OH frequency of the
8T and 10T models to be very similar, and we calculate only
a very small shift ofν(OH), from 3629 cm-1 in the 8T model
to 3635 cm-1 in the 10T model (Table 6). Therefore, these
results demonstrate that the properties under discussion are
already converged for the 8T QM cluster and that this model
should also be adequate for describing the formation of a
H-bond involving the 6-ring.

Despite significant structure and frequency changes,
deprotonation energies of O1(H) and O3(H) sites agree
within 12 kJ mol-1, using DE values for the10T-1Al-O3/
47 model; this corroborates an earlier finding with QM-Pot
modeling.32,34 The local geometry of an acidic site, its OH
vibrational frequency, and energy of proton detachment
change drastically with the structure of the framework. The
Brønsted site located in the Al7-O17(H)-Si4 position of
the HZSM-5 framework (Figure 3) features Al-Ob and Si-
Ob bonds that are 0.01-0.02 Å shorter than those of the
acidic site O1(H) in faujasite (Table 6). Our results are at
variance with structure data of recent EXAFS studies which
reported a notably shorter Al-Ob bond, by 0.11 Å, in FAU
than in HZSM-5.28 The deviation in the latter case may be
related to the fact that in the experimental sample the OH
group is located in a different crystallographic position.
However, the discrepancy may also be caused by the limited
accuracy of interatomic distances from EXAFS studies as
can be seen from the large difference between the experi-
mental values for MFI and FAU, 0.11 Å. Our calculated Al-
Ob distances of both types of zeolites, 1.94-1.96 Å, fall
between the EXAFS values for FAU and MFI. Moreover,
the other calculated Al-O distances not involving the
bridging oxygen center Ob (with the proton) have been found
almost identical in both materials. Our theoretically predicted
shortening of the average Al-Si distance〈Al-Si〉 from 3.21
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Å in FAU to 3.17 Å in HZSM-5 agrees with the experimental
observation that the average〈Al-Si〉 contracts from 3.11
(H-FAU, Si/Al ) 2.5) to 3.09 Å (HZSM-5, Si/Al) 18).28a

Likely, the reduction of Al-O-Si bond angles in HZSM-5
contributes in a significant way to this shortening (Table 6);
for instance, we calculated the Al-Ob-Si angle in HZSM-5
6° smaller than in H-FAU.

The Ob-H bond in HZSM-5 was determined 0.001 Å
shorter, but the OH frequency was calculated at 3715 cm-1,
i.e., 5 cm-1 lower than for O1(H) in8T-1Al-O1/47but 80
cm-1 higher than for O3(H) in10T-1Al-O3/47 (Table 6).
This result agrees with IR measurements39,40which show the
OH band of bridging hydroxyls in HZSM-5 zeolite, 3610-
3617 cm-1, only slightly lower than the band of bridging
O1(H) groups in high-silica faujasite, 3623 cm-1, but
significantly higher than the vibrational frequency of O3(H)
sites in faujasite, 3550 cm-1.

The calculated Mulliken charge, 0.39e, of the acidic
proton is essentially independent of both the Al content and
the position of the OH group; a slightly larger value, 0.40e,
was calculated for the cluster O3H cluster due to formation
of a weak hydrogen bond.

We calculated the deprotonation of the Al7-O17-Si4 site
to proceed easier, DE) 1237 kJ mol-1, compared to the
sites O1(H) and O3(H) of a faujasite lattice with DE) 1270
and 1256 kJ mol-1, respectively; see the results for the
models8T-1Al-O1/47and10T-1Al-O3/47(Table 6). The
larger energy release accompanying the protonation of
HZSM-5 correlates with the stronger distortion of O-Al-O

angles in the AlO4 tetrahedron induced by attaching a proton
to one of these oxygen centers.28a Indeed, the O-Al-O
angles at the Al7-O17(H)-Si4 site of HZSM-5 vary in the
range 94-121°, whereas the corresponding angles for an
O1(H) site of faujasite vary in a much smaller interval, 99-
117° (Table 6). The calculated DE for HZSM-5 is about 10-
20 kJ mol-1 smaller compared to values calculated previously
for four acidic sites in chabazite, 1250-1258 kJ mol-1, using
our covEPE scheme.17 Thus, our covEPE scheme correctly
predicts the experimentally observed decrease of the depro-
tonation energy in the series FAU> CHA > HZSM-5,
tentatively estimated from measured shifts of the OH
frequency upon adsorption of a probe CO molecule.41 The
lower DE value of HZSM-5 zeolite calculated with our
covEPE model is at variance with QM-Pot results32,42where
the energy for proton removal from site Al7-O17(H)-Si4
in HZSM-5 (Si/Al ) 95) was calculated 29-36 kJ mol-1

higher than from O1(H) sites in H-Y zeolite (Si/Al ) 47).
The OM-Pot deprotonation energy of faujasite O1(H) sites
remains lower than that of HZSM-5 also for higher Al
content (Si/Al) 2.43);34 even an increase of the number of
Al centers near the Si center of an Al-O(H)-Si bridge,
which affected the DE values stronger (24 kJ mol-1) than
the overall Al content (2-8 kJ mol-1), did not render FAU
less acidic than HZSM-5. Thus, in that aspect, QM-Pot
results32,42 did not agree with experiment.41

Our comparative study on the effect of two factorssthe
overall Al content and the structure of the zeolite frameworks
on OH frequencies and deprotonation energies of Brønsted

Table 6. Selected Structural Parameters (Distances in Å, Angles in deg), Harmonic OH Frequencies ν(OH) (in cm-1), and
Deprotonation Energies DE (in kJ mol-1) Calculated for Embedded Cluster Models Representing Various Crystallographic
Positions of Bridging Oxygen Centers Ob in Faujasite (FAU) and HZSM-5 (Si/Al Ratio Also Shown)

lattice FAU HZSM-5

O(H) site Al-O1-Si Al-O3-Si Al7-O17-Si4

cluster/Si:Al 8T-1Al/47a 8T-1Al/47b 10T-1Al/47 c exp. 9T-1Al/11d exp.e

Al-Ob 1.954 1.959 1.955 1.87 ( 0.01,e 1.936 1.98 ( 0.01
1.89 ( 0.025 f

Al-O 1.712 1.717 1.717 1.68,e 1.69f 1.721 1.66
Al-O 1.722 1.717 1.718 1.722 1.71
Al-O 1.731 1.718 1.721 1.730 1.74
Si-Ob 1.722 1.725 1.723 1.710
Ob-H 0.978 0.982 0.982 0.977
H-O* 4.569 2.763 4.109 3.748
H-OAl 2.70 2.76 2.78 2.67
<Al-Si> 3.21 3.23 3.23 3.11e 3.17 3.09
(Al-Si)max

g 3.24 3.28
Al-Al 17.44 17.42 17.42 7.28
O-Al-Ob 99, 102, 102 99, 102, 102 100, 102, 102 94, 98, 105 97 ( 6
O-Al-O 115, 116, 117 115, 116, 118 114, 115, 119 112, 119, 121 119 ( 6
Al-Ob-Si 131.3 129.3 128.9 125.1
Al-O-Si 137, 140, 151 128, 143, 150
H-Ob-Al 111.2 113.4 114.2 109.8
H-Ob-Si 115.8 117.1 116.6 117.2
H-oplh 1.7 0.2 0.3 7.9
ν(OH) 3720i 3629j 3635j 3715k

DE 1270 1268 1256 1237
a Figure 2b. b Figure 2e. c Figure 2f. d Figure 3. e Reference 28a. f Reference 28b. g Longest Al-Si distance. h Bending angle of acidic H out

of the Al-Ob-Si plane. i Exp. 3623 cm-1, Si/Al ) 20.7, ref 35. j Exp. 3550 cm-1, Si/Al ) 20.7, ref 35. k Exp. 3610-3617 cm-1, Si/Al ) 20-13.6;
see refs 39 and 40.
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centers in FAU and HZSM-5 zeolites shows that the zeolite
structure exerts a more pronounced influence on acidic sites.
Overall Al loading exerts an effect that is five to six times
smaller and hence unable to change the ordering of depro-
tonation energies between faujasite and HZSM-5.

4. Conclusions
The present study demonstrated that the DFT based covEPE
embedding scheme is able to describe aluminosilicate
systems. We investigated industrially important zeolites of
faujasite and HZSM-5 type. We studied computationally how
the Al content affects the local structure, the OH vibrational
frequency, and the deprotonation energy of Brønsted acidic
sites in zeolite frameworks. For the first time, this problem
was considered by fully accounting for both mechanical and
electrostatic coupling between QM and MM parts of a hybrid
QM/MM system. The newly parametrized shell-model force
field for protonic forms of zeolites, assigning potential-
derived charges to lattice centers, is an important aspect of
the present study. In this way, an adequate electrostatic field17

is produced in the vicinity of hydroxyl acidic sites in zeolite
cavities. We also discussed guidelines for constructing
satisfactory QM cluster models that minimize undesirable
effects of the QM/MM border region on calculated properties.

Based on the computational results, we concluded that
structural features, spectroscopic characteristics, and depro-
tonation energies of isolated acidic sites in zeolite frame-
works with low to medium Al content (Si/Al) 47-11) are
similar to those in lattices with infinite Al dilution (Si/Al)
∞). For QM clusters embedded in a faujasite framework with
Si/Al ratio from infinity to 11, bond distances and angles
change at most by 0.01 Å and 2°, respectively, OH
frequencies by 11 cm-1, and deprotonation energies by 6 kJ
mol-1. It is crucial to evaluate the effect of the Al content
with sufficiently large QM cluster models. Otherwise,
computational uncertainties of∼30 cm-1 for OH frequencies
and∼5-15 kJ mol-1 for deprotonation energies due to the
proximity of the QM/MM border may occur. The influence
of other Al centers is somewhat more noticeable if their
concentration is high enough to generate Al centers at
minimum separation from (i.e. as nearest neighbors of) the
Si center of the Al-O(H)-Si site. One OH frequency of
such “paired” acidic sites is 25-28 cm-1 higher than that of
an isolated Al-O(H)-Si bridge, whereas the other one
remains unchanged within 2-6 cm-1. Observed frequency
shifts reflect this nonequivalence of the immediate crystal-
lographic surroundings of the acidic sites which appears
when they are close to each other. However, the proton
detachment energy is only weakly affected by such structural
differences; it was calculated 4-6 kJ mol-1 larger than for
an isolated OH group.

Effects due to a different local structure of the zeolite
framework are larger than those due to changes of the Al
content. This stronger influence of the local framework
structure was demonstrated for OH frequencies which differ
by 85 cm-1 between O1(H) and O3(H) sites of a faujasite
lattice (Figure 2), although the change in the DE values is
rather small, 14 kJ mol-1. With our covEPE embedding
strategy, we were also able to reproduce the trend of

decreasing proton removal energies (by about 20-25 kJ
mol-1) along the series FAU> CHA > HZSM-5, in
agreement with experiment. In addition, ordering of and
differences between simulated OH frequencies of the three
bridging hydroxyl groups, O1(H) (3720 cm-1) and O3(H)
(3635 cm-1) of faujasite and the OH group of HZSM-5 (3715
cm-1), very well fit the experimental data: 3623, 3550,
3610-3617 cm-1, respectively.
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CP 160/09, 50 AVenue F.D. RooseVelt, B-1050 Bruxelles, Belgium,
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Abstract: His-aromatic complexes, with the His located above the aromatic plane, are stabilized

by π-π, δ+-π and/or cation-π interactions according to whether the His is neutral or protonated

and the partners are in stacked or T-shape conformations. Here we attempt to probe the relative

strength of these interactions as a function of the geometry and protonation state, in gas phase,

in water and protein-like environments (acetone, THF and CCl4), by means of quantum chemistry

calculations performed up to second order of the Møller-Plesset pertubation theory. Two sets

of conformations are considered for that purpose. The first set contains 89 interactions between

His and Phe, Tyr, Trp, or Ade, observed in X-ray structures of proteins and protein-ligand

complexes. The second set contains model structures obtained by moving an imidazolium/imida-

zole moiety above a benzene ring or an adenine moiety. We found that the protonated complexes

are much more stable than the neutral ones in gas phase. This higher stability is due to the elec-

trostatic contributions, the electron correlation contributions being equally important in the two

forms. Thus, π-π and δ+-π interactions present essentially favorable electron correlation energy

terms, whereas cation-π interactions feature in addition favorable electrostatic energies. The pro-

tonated complexes remain more stable than the neutral ones in protein-like environments, but

the difference is drastically reduced. Furthermore, the T-shape conformation is undoubtedly

more favorable than the stacked one in gas phase. This advantage decreases in the solvents,

and the stacked conformation becomes even slightly more favorable in water. The frequent occur-

rence of His-aromatic interactions in catalytic sites, at protein-DNA or protein-ligand interfaces

and in 3D domain swapping proteins emphasize their importance in biological processes.

Introduction
Cation-π interactions were shown over the past 15 years
to play important roles in many chemical and biological

processes.1-3 In proteins, for example, cation-π interactions
between an aromaticπ ring (i.e. Phe, Tyr or Trp) and an
organic cation (i.e. Lys or Arg) are frequently observed.4-9

Their stabilizing nature was demonstrated by both in silico
energy calculations and experimental means. In particular,
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‡ Unité de Bioinformatique ge´nomique et structurale.
§ Service de Chimie ge´nérale.

472 J. Chem. Theory Comput.2005,1, 472-483

10.1021/ct049875k CCC: $30.25 © 2005 American Chemical Society
Published on Web 03/09/2005



a specific cation-π interaction between a phenyl ring and a
protonated amine in anR-helix was measured as stabilizing
the protein structure by 0.4 kcal/mol.10

Several biomolecular association processes such as ligand-
antibody binding and receptor-ligand interactions also
feature cation-π interactions.11,12Cation-π interactions have
also been identified at the protein-DNA13,14 and protein-
ligand interface,15,16 where the nucleic acid bases play the
role of aromatic partners. The existence of cation-π interac-
tions between aromatic side chains and metal ions is more
debated; note however the interaction between a Na+ and a
Trp ring experimentally evidenced in hen egg white
lysozyme.17

His side chains are also commonly observed as potential
cation-π partners in protein structures but have much less
been investigated, due to their ubiquitous nature. Indeed, the
imidazole cycle of His has a pKa value of 6.1 and can
therefore occur as neutral or protonated under physiological
conditions. Two cases can be distinguished according to
whether the imidazole ring is located above a positively
charged or aromatic side chain. In the former, the His is
obviously neutral and plays the role of aromatic moiety of
the cation-π pair, whereas in the latter, the His may be either
neutral or protonated. When neutral, it forms aromatic-
aromatic interactions with its aromatic partner as well as
δ+-π interactions, due to polarization. When protonated, it
plays the role of cation in the cation-π pair. We focus in
the present paper on His residues interacting with aromatic
side chains and analyze the effect of protonation on the
strength of the interaction.

In barnase, experimental evidence indicates that protonated
His18 interacts with Trp94 more strongly than the neutral
form, by about 1 kcal/mol, and increases the pKa value of
His18; this suggests that the His-aromatic cation-π interac-
tions play an important role in the stabilization of the
structure.18 The stabilizing role of protonated His interacting
with aromatic side chains has also been experimentally
evidenced inR-helices19 and in apoflavodoxin.20 Moreover,
His-involving cation-π interactions have been described as
having a functional role, by affecting ligand binding21,22 or
catalysis in ion channels,23-25 in G-protein-coupled recep-
tors,26 in transporters27 and in enzymes.28

To our knowledge, no in silico characterization of His-
aromatic interactions have been performed up to now. To
fill this lacuna, we searched X-ray structures of proteins and
protein-ligand complexes for His-aromatic interactions and
probed their interaction free energy contribution in water and
in different solvents mimicking protein environments (CCl4,
THF and acetone) by means of quantum chemistry computa-
tions. The free energies calculated for the protonated and
neutral forms of His were compared so as to evaluate the
relative weight of the cationic and aromatic natures of His
in stabilizing the His-aromatic interaction (δ+-π or cation-
π). To complete the analysis, we also considered model
structures to allow a more thorough investigation of the
stacked and T-shape geometries of His-Phe and His-Ade
pairs. We end by discussing the potential functional role of
these interactions.

Methods
1. Sets of X-ray Cation-π Complexes.Two sets of high-
resolution X-ray structures with less than 25% sequence
identity were considered. One comprehends 141 protein
chains30 and the other 188 complexes of proteins and
nucleobase containing ligands.15 The first set was searched
for cation-π interactions between an His and an aromatic
side chain (Trp, Tyr, Phe) and the second for His-nucleic
acid base (Ade, Gua, Cyt, Thy).

Cation-π interactions were identified according to a
distance and an angle criterion.13 The distance criterion
requires that at least one of the atoms of the aromatic ring is
located no further than 4.5 Å from one of the atoms carrying
the positive charge of the His, considered to the Nδ1, Nε2,
and Cε1-atoms in the absence of H-atoms. The angle criterion
demands the latter atom to be situated above the plane
defined by the aromatic ring, more precisely, inside a cylinder
of height 4.5 Å, whose base includes the ring and has a radius
equal to twice the radius of the ring.

The cation-π pairs were simplified for computational
study. Ligands were reduced to the nucleobase(s) they
contain. Phe, Tyr and Trp were represented as benzene,
phenol and indole moieties, respectively, and His as an
imidazole ring (protonated and unprotonated). The H-atoms
were added by construction. For neutral His, the two
tautomeric forms are considered, with an H-atom linked to
either Nδ1 or Nε2.

The table containing the list of His-aromatic interactions
is given as Supporting Information.

2. Geometrical Parameters Characterizing the Model
Imidazole-Aromatic Complexes.Figure 1 illustrates the
geometrical parameters used to investigate how interaction
energies evolve with the relative positions of the molecular
fragments. Stacked and T-shape conformations of the im-
idazole-benzene complexes are represented in parts (a) and
(b) of the figure respectively, and part (c) illustrates a stacked
imidazole-adenine complex. ParametersR, â, d andθ have
the same meaning in all complexes:R and â are the
molecular planes of both interacting partners,d is the distance
from the imidazole ring center to theâ plane andθ defines
the orientation of imidazole withinR with respect to benzene
or adenine. More details about the parameters are given in
the legend of Figure 1 and in the next sections detailing the
calculations. Note that all calculations were performed with
the geometrical parameters of the fragments frozen to their
HF/6-31G(d, p) equilibrium values.

3. Quantum Chemistry Energy Calculations.All energy
calculations were carried out using the Gaussian 03 suite of
programs.31 In a first step, the nucleic acid bases and the
benzene, phenol, indole and neutral and protonated imidazole
rings were optimized separately, using the Hartree-Fock
method and the 6-31G(d, p) basis set. No further geometry
optimizations of the internal degrees of freedom of the indi-
vidual partners of the complexes were carried out. When
dealing with X-ray structures, the neutral or protonated imi-
dazole and the aromatic moiety were replaced by the in-
dividually optimized partners using the U3BEST algorithm.32

The gas-phase interaction energies∆EMP2 of the His-
aromatic systems were calculated at second-order level of
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Møller-Plesset pertubation theory (MP2),33 as the sum of
the Hartree-Fock (HF) energy contribution∆EHF and a
correlation interaction energy∆Ecor, evaluated as the second-
order term of the Moller-Plesset perturbation expansion:

The standard counterpoise (CP) method was applied to
correct the interaction energies for the basis set superposition
error (BSSE).34 The basis set used is 6-31G(2d (0.8,0.2),p),
which corresponds to the standard 6-31G(d,p) basis set where
the GaussianRd-exponent of the d-polarization functions on
the heavy atoms C, N and O is equal to 0.8, with an
additionalRd-exponent equal to 0.2. It has indeed been shown

that this extended description of the d-polarization functions
allows a more accurate description of cation-π energies.35

Finally, the interaction free energy of complexes in the
presence of a solvent, noted∆G, was evaluated as

where∆∆Gsolv is the solvation free energy contribution of
the complex. The latter were estimated using the integral
equation formalism version (IEF) of the polarized continuum
model (PCM) implemented in the Gaussian 03 program.36

It is a continuum solvation model in a quantum mechanical
framework, where the solvent is mimicked by a polarizable
continuum surrounding a cavity having the shape and

Figure 1. Geometrical parameters defining imidazole-aromatic (benzene or adenine) complexes. Only the protonated form of
imidazole is illustrated, but the same parameters hold for the neutral species. According to standard labeling, one defines the
nitrogen atoms of imidazole as Nε2 and Nδ1, with carbon Cε1 between them. Nε2 is unprotonated in neutral imidazole. Hydrogens
are labeled with a subscript following the heavy atom to which they are bonded (Hε1 bonded to Cε1 for instance). Carbon, nitrogen
and hydrogen atoms are drawn in gray, black and white, respectively. The molecular planes of the imidazole and of the aromatic
species are R and â respectively. (a) stacked imidazole-benzene complex with R//â. (b) T-shape imidazole-benzene complex
R⊥â. (c) stacked imidazole-adenine complex. d is the distance between â and the center of the imidazole ring. R is the radius
of a circle in â centered on the benzene ring center and containing the orthogonal projection in â of the imidazole center. θ
defines the rotation of (i), the line passing through the Cε1-Hε1 bond, around the imidazole ring center. Parts a and c show the
orientation of imidazole with θ ) 0°. τ is the tilt angle, which is equal to zero for a parallel conformation.

∆EMP2 ) ∆EHF + ∆Ecor (1) ∆G ) ∆EMP2+ ∆∆Gsolv (2)
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dimension of the solute molecule. The cavity is described
by interlocking spheres centered on solute atoms; we used
the default values for the atomic radii (UATM), multiplied
by a default factor that accounts for the fact that the distance
between the solvent and solute atoms is normally somewhat
larger than the van der Waals radii.

By use of a PCM, the molecular free energy G of the solute
embedded in a continuum medium can be expressed as the
sum:

Gel collects the components of electrostatic origin, Gdis-rep

is a term related to the solute-solvent dispersion energy,
and Gcav is the work needed to form the cavity where the
solute must be accommodated. Gmm includes all the contribu-
tions due to molecular motions. Neglecting the entropic
contributions due to molecular motions, the solvation free
energy is obtained by subtracting the gas-phase energy Egas

with

We thus find

where∆∆Gel and∆Gnel are the differences of electrostatic
and nonelectrostatic contributions between the complex and
its isolated partners.

The IEF-PCM calculations were performed at the HF/
6-31G(2d (0.8,0.2), p) level, and some tests were performed
at the MP2/6-31G(2d (0.8,0.2), p) level. Note that the
quantity that emerges from the MP2/PCM calculations is Gel.
The nonelectrostatic terms must be then added to it.

Results
1. Geometries of Molecular Fragments.To probe the His-
aromatic complexes using quantum chemistry energy cal-
culations, Phe, Tyr, Trp and protonated/neutral His were
reduced to benzene, phenol, indole, and imidazolium/
imidazole, respectively; Ade was kept as such. The geom-
etries of the molecular fragments were optimized at the HF/
6-31G(d, p) level of approximation. Both imidazole species
were found to be planar, but some in plane geometry changes
occur upon protonation. In particular, changes of+0.02 and
-0.04 Å are observed for the Cε1-Nε2 and Cε1-Nδ1 bond

lengths respectively (see Figure 1a for the atom labeling),
and changes of 1° to 4° for the aromatic ring bond angles.

The natural bond orbital (NBO) atomic charges calculated
at the MP2/6-31G(2d (0.8,0.2), p) level of theory for the
protonated (neutral) imidazole species are as follows: Cε1:
0.26 (0.17); Hε1: 0.28 (0.22); Nδ1: -0.49 (-0.57); Hδ1: 0.49
(0.44); Nε2: -0.49 (-0.50); Cγ: -0.05 (-0.11); Hγ: 0.29
(0.23); Cδ2: -0.05 (-0.10); Hδ2: 0.29 (0.23); Hε2: 0.49. In
the case of protonated imidazole, a delocalization of the
positive charge is observed over the Cε1, Hε1, Hε2 and Hδ1

atoms. These atoms are bearing together a total charge of
0.69, which means that the positive charge of the imidazole
cation is globally located in the vicinity of the Cε1-Hε1 bond.
In the case of neutral imidazole, a partial positive charge of
0.51 is found over the same Cε1-Hε1 bond. Hence, when
the imidazole is protonated, it can form a cation-π interac-
tion with an aromatic ring, and when neutral, it can form
interactions of the type C-H-π29 or δ+-π.37-39

2. His-Aromatic Interactions in X-ray Structures. A
total of 75 His-aromatic interactions were identified in the
set of protein X-ray structures: 34 His-Phe, 28 His-Tyr
and 13 His-Trp. In the set of protein-ligand complexes,
14 His-Ade complexes were found. No His-Gua, His-
Cyt and His-Thy were observed, probably because of the
infrequency of these nucleic acid bases in ligands. The
average angle between the aromatic plane is equal to 42
degrees, reflecting a slight preference for stacked compared
to T-shape conformations (see Supporting Information).

The vacuum interaction energy of these complexes, with
the separate molecular fragments replaced by the optimized
ones (see Methods), were computed at HF and MP2 theory
levels with the 6-31G(2d (0.8,0.2), p) basis set. Three species
of His were considered: the protonated imidazole cycle
(imidazolium) and the two neutral ring forms resulting from
the tautomeric equilibrium of His. The results are sum-
marized in Table 1. For the protonated His form, the minimal
HF interaction energies were found to be comprised between
-7 kcal/mol for His-Ade pairs and-11 kcal/mol for His-
Trp. The electronic correlation contributions are of the same
order of magnitude: from-7 kcal/mol for His-Tyr up to
-9 kcal/mol for His-Phe. The most favorable HF interaction
energies, known to be dominated by electrostatic forces,
appears thus in the Trp double cycle, whereas the most
favorable electronic correlation is found with the benzene
ring of Phe, the only aromatic moiety that does not carry
heteroatoms.

The relative strengths of the∆EHF and∆Ecor contributions
are different in the protonated and neutral complexes. Indeed,

Table 1. Vacuum Interaction Energy (in kcal/mol) of the 89 X-ray His-Aromatic Pairs, Calculated at HF and MP2 Levels of
Theory, with 6-31G(2d (0.8,0.2), p) Basis Seta

protonated His neutral His

N ∆ΕHF ∆Εcor ∆ΕMP2 ∆ΕHF ∆Εcor ∆ΕMP2

His-Phe 34 -3.3 ( 2.4 (-8.5) -3.3 ( 2.1 (-8.5) -6.7 ( 1.7 (-11.0) 1.6 ( 2.9 (-1.8) -3.8 ( 2.1 (-9.4) -2.2 ( 1.4 (-4.7)
His-Tyr 28 -3.4 ( 2.3 (-10.0) -3.8 ( 1.7 (-6.9) -7.2 ( 2.5 (-13.9) 2.2 ( 1.4 (0.2) -4.2 ( 1.7 (-7.6) -1.9 ( 1.3 (-5.4)
His-Trp 13 -4.7 (3.5 (-11.2) -4.0 ( 2.0 (-8.1) -8.7 ( 3.1 (-13.4) 1.0 ( 1.9 (-1.6) -4.5 ( 1.9 (-8.9) -3.4 ( 0.5 (-4.2)
His-Ade 14 -3.5 ( 2.5 (-7.0) -4.2 ( 2.2 (-8.1) -7.7 ( 4.0 (-12.0) 0.9 ( 1.8 (-2.0) -4.6 ( 2.4 (-8.6) -3.6 ( 0.9 (-5.1)

a N denotes the number of occurrences in the sets of proteins and protein-ligand complexes. The mean energy values ( the standard
deviation are given, with the minimum energy values in parentheses.

G ) Gel + Gdis-rep + Gcav + Gmm (3)

∆Gsolv ) ∆Gel + Gnel (4)

∆Gel ) Gel - Egasand Gnel) Gdis-rep + Gcav

∆∆Gsolv) ∆∆Gel + ∆Gnel (5)
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the ∆Ecor values are roughly the same, while the∆EHF

energies stabilize the protonated species and slightly desta-
bilize the neutral ones. This is not surprising, as the
electrostatic contributions almost vanish in the neutral
complexes and HF contributions are mainly of electrostatic
nature.

For both neutral and charged complexes, the conformations
presenting the most favorable electronic correlation interac-
tion energies have a rather stacked geometry, stabilized by
significative dispersion energy contributions.

The solvation free energies∆∆Gsolv of the complexes
immersed in water, acetone, THF, and CCl4 were estimated
using the IEF-PCM method (Table 2 and Supporting
Information). In the first stage, the calculations for acetone
were performed at both HF and MP2 levels. For the charged
complexes, the∆∆Gsolv values are found to be almost
identical within 0.2 kcal/mol (see Table 2), as previously
reported for Arg-Ade complexes in water.16 The same
agreement (within 0.1 kcal/mol) is observed for the neutral
form (see Supporting Information). On the basis of this result,
and in order to save computer time, we limited further solvent
calculations to the HF level, unless otherwise stated. The

total interaction free energy values were thus calculated as
∆G ) ∆EMP2 + ∆∆Gsolv(HF).

The penalty upon immersing His-aromatic complexes in
the solvent increases with the dielectric constant (Table 2),
especially fromε ) 2.2 to 7.6. It is also much larger for the
protonated than for the neutral form. Indeed, the∆∆Gsolv

values for the former are about 4 kcal/mol larger than those
for the latter, on the average (see the Supporting Information).
As a consequence, the larger stability of protonated His-
aromatic complexes in a vacuum relative to neutral ones is
reduced by the solvents. Nevertheless, they remain more
stable in the four solvents considered. In summary, the
interaction free energy∆G increases from gas to water, with
minimal values remaining negative except for the Ade-His
complexes in water, and remaining slightly more negative
for protonated than for neutral form.

We now analyze in more detail the His-Phe and His-
Ade complexes by means of X-ray and model structures.

3. Detailed Analysis of His-Phe Interactions. (a) X-ray
Structures. The 34 His-Phe X-ray pairs were divided into
stacked and T-shape conformations, according to whether
the angle between the His and benzene planes is lower or
higher than 45°. The stacked and T-shape groups contains
19 and 15 His-Phe pairs, respectively. For each of these
two groups, the interaction free energies∆G in acetone as
a function of the relative position and orientation of the His
and Phe moieties are depicted in Figure 2.

As clearly seen in Figure 2, the stacked conformations
have more favorable interaction free energies than T-shape
conformations on average, the protonated forms have more

Table 2. HF/6-31G(2d (0.8,0.2), p) Solvation Free
Energies ∆∆Gsolv and Total Interaction Free Energies ∆G
(in kcal/mol) with the Vacuum Contributions Evaluated at
the MP2/6-31G(2d (0.8,0.2), p) Level, in Four Solvents
Characterized by Their Dielectric Constant ε (IEF-PCM
Model), for the 89 X-ray His-Aromatic Pairsa

solvent
ε His-X ∆∆Gsolv ∆G

water F 8.1 ( 1.7 (4.8) 1.4 ( 1.6 (-1.4)
78.4 Y 8.3 ( 2.0 (4.8) 1.2 ( 1.2 (-1.6)

W 10.2 ( 3.3 (5.2)b 1.5 ( 1.2 (-1.3)b

Ade 7.5 ( 2.5 (4.1) 2.9 ( 0.5 (1.9)
acetone F 7.2 ( 1.4 (4.6) 0.6 ( 1.7 (-2.3)
20.7 [7.0 ( 1.3 (4.7)]

Y 7.6 ( 1.5 (5.2) 0.5 ( 1.6 (-3.0)
[7.6 ( 1.4 (5.3)]

W 9.2 ( 2.4 (5.2) 0.5 ( 1.7 (-3.4)
[9.0 ( 2.3 (5.4)]

Ade 8.9 ( 2.7 (3.2) 1.2 ( 1.7 (-1.4)
[8.9 ( 2.6 (3.4)]

THF F 7.1 ( 1.3 (4.9) 0.5 ( 1.8 (-2.6)
7.6 Y 7.6 ( 1.6 (5.0) 0.5 ( 2.5 (-6.4)

W 9.3 ( 2.9 (5.1) 0.6 ( 1.7 (-3.2)
Ade 9.0 ( 2.9 (3.4) 1.3 ( 1.6 (-1.0)

CCl4 F 5.5 ( 1.2 (2.7) -1.2 ( 2.1 (-8.3)
2.2 Y 6.0 ( 0.7 (4.4) -1.2 ( 2.1 (-6.6)

W 6.5 ( 2.1 (0.6) -2.3 ( 2.2 (-5.5)
Ade 7.3 ( 1.9 (3.6) -0.4 ( 2.5 (-3.6)

gas phase F -6.7 ( 1.7 (-11.0)
MP2 Y -7.2 ( 2.5 (-13.9)
1.0 W -8.7 ( 3.1 (-13.4)

Ade -7.7 ( 4.0 (-12.0)
a All His are considered to be protonated. Results for neutral His

are given in the Supporting Information. The mean energy values (
the standard deviation are given, with the minimum values in
parentheses. For acetone, ∆∆Gsolv values calculated at MP2 level
are given in brackets. The last row displays the gas phase ∆Ggas )
∆EMP2 values. b The complex between W131 and H88 in 2gcr was
removed from the analysis due to abnormal ∆∆Gsolv value in water.

Figure 2. Distribution of the imidazole rings of His residues
around the phenyl cycle of Phe amino acids, observed in the
X-ray protein set, as a function of their calculated interaction
free energy values ∆G in acetone. The phenyl groups are
superimposed, and all the imidazole rings have been located
“under” the Phe planes by suitable projection, to facilitate
comparison. The calculated free energy values are colored
according to a rainbow ramp where the most favorable
conformations are symbolized in red and the less favorable
in blue. Carbon atoms of the Phe rings are colored in purple
and Cγ atoms of the imidazole cycle are colored in black. The
images were generated using Insight II (Accelrys, Inc.)
Stacked conformation of the protonated (a) and neutral (b)
imidazole rings. T-shape conformations of the protonated (c)
and neutral (d) imidazole cycles.
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favorable interaction free energies than the neutral forms,
and the most favorable interaction free energies are observed
above the benzene ring.

For several His-Phe pairs, the∆G value of the neutral
form is equal to or even slightly more favorable than that of
the protonated form. Considering that the protein X-ray
structures contain a mixture of protonated and neutral His
residues, it can be argued that the complexes computed as
more favorable in neutral form actually contain a neutral His.
This could be a way to determine which His residues in a
folded structure are charged and which are not. This
possibility should however be considered with care, because
of the residual flexibility in folded proteins and the limited
resolution of the structures, which do not exclude local
inaccuracies in atomic positioning.

(b) Model Conformations: Stacked.To probe in detail
the evolution of the interaction free energy as a function of
the position and orientation of imidazolium/imidazole with
respect to benzene, we analyzed ensembles of model
structures in which the molecular planesR andâ were kept
parallel (perfectly stacked conformations). Three parameters
define the relative positions of both species (Figure 1a): the
interplane distanced, the radiusR of a circle centered on
the benzene ring center and containing the orthogonal
projection in â of the imidazole center, and the angleθ
defining the rotation of the Cε1-Hε1 bond around the
imidazolium/imidazole ring center.

In the first step, we determined the minimum of the
vacuum interaction energy as a function of the distanced,
by approaching both species while keeping their centers
superimposed (R)0). The optimal distances, calculated at

the MP2/6-31G(2d (0.8,0.2), p) level of theory, are of 3.5
and 3.7 Å for protonated and neutral imidazoles, respectively.

In the second step, having fixed the interplane distances
d to its optimal value, we studied the effect of moving the
imidazole with respect to the benzene inR. The projection
in â of the imidazole center was displaced on circles of radius
R (see Figure 1a),Rbeing varied from 0 to 3 times the radius
Rb of the inscribed circle to the benzene hexagon (Rb ) 1.2
Å). The energetic effect of the imidazole orientation param-
eterθ was investigated at different relative positions of the
fragments, but its effect on the interaction energies was found
to be small (∆E < 0.5 kcal/mol), and the preferred orientation
of θ ) 0° was adopted in all further calculations.

At this stage, we added the solvation contributions in
water, acetone, THF or CCl4 and evaluated the evolution of
the interaction free energy∆G as a function of the position
of the stacked imidazole with respect to benzene, when the
imidazole moves away from the benzene in a linear displace-
ment parallel to the benzene plane (see Figure 3).

In agreement with the results on the X-ray complexes, the
protonated complex is found significantly more stable than
the neutral one (see Figure 3). This can be explained by the
enhancement of the interaction induced by the positive charge
carried by imidazole. The difference in interaction energy
between protonated and neutral species thus provides a direct
measure of this charge contribution. It amounts to-7 kcal/
mol in a vacuum and is significantly weakened in solution:
-4 kcal/mol in CCl4 and-3 kcal/mol in THF, acetone and
water, due to the screening of the electrostatic interactions
by the solvent. Another finding is the existence of pro-
nounced minima over the benzene ring in the protonated case,

Figure 3. Model structures of the stacked imidazole-benzene complex: maps of ∆G in acetone as a function of the position
of imidazole in the R plane. All calculations are performed at the MP2/6-31G(2d (0.8,0.2), p) level and with the IEF/PCM approach
for solvents. Imidazole is located in a plane parallel to the aromatic ring of benzene at an optimal distance of d ) 3.5 Å (3.7 Å)
for the protonated (neutral) species. The maps presented in panel (a) for the protonated complex in the vacuum and in acetone
are obtained by moving the projection of the imidazole center in â on circles of radii R ) 0 to 3.6 Å (3 times the radius Rb of the
inscribed circle to the benzene hexagon). See Figure 1a for a visual definition of the parameters. Note that the colored scale
covers the same energy range in both maps, but the minimum is shifted. Panels (b) and (c) show one-dimensional cuts ∆G(R)
in the 2D surfaces (see figure inset).
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while very flat profiles characterize the neutral complex. One
can again invoke the cation-π interaction, when the
positively charged imidazolium approaches theπ-electron
benzene cloud, inducing a deepening of the potential well.

The (free) energy maps in a vacuum and acetone, shown
in Figure 3, exhibit a central symmetry in which the 6-fold
symmetry of the benzene electronic structure does not appear,
as a consequence of the aromaticπ-electron delocalization.
The energy changes along a given circle are indeed negligible
(<0.02 kcal/mol). A comparison of both maps shows that
the effect of the solvent on the shape of the potential energy
surface is minor. Indeed, the two maps exhibit a flat
minimum covering all the benzene ring and a destabilization
of the same amplitude when the imidazole moves away from
the benzene ring (R > 1.2 Å). However, the vacuum energy
surface is shifted by about+7 kcal/mol in the presence of
the solvent. Furthermore, the existence of a very shallow
minimum at a value ofR)Rb distinguishes the gas-phase
map from the solvated one. This minimum corresponds to a
position of the imidazole center just above the C-C bonds
of the benzene. The positively charged atoms of imidazole
(Cε1, Hε1, Hε2 and Hδ1) are then located above the aromatic
ring of the benzene, thus in a favorable position for cation-π
interactions. Similarly shifted optimal conformations have
already been reported in benzene40,41 and naphthalene
dimers.42

(c) Model Conformations: T-Shape.In the case of the
perpendicular conformation, two parameters, illustrated in
Figure 1b, were explored: the distanced between theâ plane

and the center of the imidazole ring and the angleθ defining
the orientation of imidazole within theR plane perpendicular
to â.

Optimal values of the parameters were obtained in a
vacuum at the MP2 level of theory, as in the case of the
stacked conformation. The following three step procedure
has been adopted: i) optimization ofθ for ad distance fixed
to 5 Å; ii) optimization ofd at the previous optimalθ-value;
and iii) reoptimization ofθ at the previousd-value. The
optimal θ-value is found to be the same (θ ∼ 72°) in the
first and last step, indicating the decoupling of the parameters
d andθ. The optimald values are equal to 4.2 and 4.5 Å for
the protonated and neutral complexes, respectively. The
interaction (free) energy profiles in a vacuum and acetone
as a function ofθ are shown in Figure 4.

Let us first remark that all the interaction (free) energy
curves present a minimum when the N-H bond points
toward theπ-electron cloud of the benzene, leading thus to
a couple of symmetric minima (θ ∼ 72° and 288°) for the
protonated species and a single minimum (θ ∼ 72°) for the
neutral one. At these minima, the MP2 binding energies reach
-14 and-5 kcal/mol in a vacuum for the protonated and
neutral complexes, respectively. The corresponding values
are-6 and-2 kcal/mol respectively in CCl4, -3 and-1
kcal/mol in THF,-3 and-1 kcal/mol in acetone and 0.8
and 0.9 kcal/mol in water. The contribution of the positive
charge to the complex stability, obtained from differences
between the above cited energies for protonated and neutral
complexes, are as follows:-9 kcal/mol in a vacuum,-4
kcal/mol in CCl4, -2 kcal/mol in THF, -2 kcal/mol in

Figure 4. Model conformations of T-shape imidazole-benzene complex: evolution of ∆G in acetone as a function of angle θ
(see Figure 1b). All calculations are performed at the MP2/6-31G(2d (0.8,0.2), p) level and with the IEF/PCM approach for
representing the acetone solvent environment. Drawings of the imidazole kernel (hydrogens are omitted) show its orientation in
the T-shape structure, the lowest atom pointing toward the benzene ring. Color code for atoms is gray for carbon, white for
protonated nitrogen and black for unprotonated nitrogen.
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acetone and-0.1 kcal/mol in water. These values confirm
the trends already discussed for the stacked complex.
Eventually note the striking parallelism between the gas
phase and acetone energy curves.

(d) Comparison of Stacked and T-Shape Complexes.
Table 3 collects the HF and MP2 interaction (free) energies
in a vacuum and in the different solvents for the most stable
stacked and T-shape conformations of the model structures.
The results show the importance of the correlation energy
contributions to the stabilities of both the stacked and T-shape
complexes, for both the protonated and neutral species, in
agreement with the results obtained with X-ray structures.
The balance between electrostatic and dispersion energy
contributions differs however. Indeed, the correlation effect
is slightly larger (∼0.5 kcal/mol) for the stacked than the
T-shape geometries and is also larger (∼0.8 kcal/mol) for
the protonated than for the neutral species.

The calculations seem to indicate that the perpendicular
arrangement of imidazole-benzene complexes is energeti-
cally favored as well in a vacuum as in a condensed phase,
except for water. This result seems in contradiction with those
obtained on the basis of the X-ray structures, where the
stacked conformations displayed less favorable interaction
energies in a vacuum but more favorable interaction free
energies in the solvents, on the average. Note that the∆G
value of the most favorable of all stacked X-ray structures
is lower that that of all stacked model structures; it is however
higher than that of the most favorable T-shape model
structure.

These results lead us to conclude that the restriction to
model or X-ray structures defines two different, but incom-
plete, samplings of the conformational space, the first because
of the neglect of degrees of freedom and the second due to
the limited number of “randomly” chosen structures. The
latter point also suggests that the T-shaped free energy
minima are more narrow than the stacked ones, thereby

explaining the higher average interaction free energies of
the random (X-ray) structures.

Another point is the minor importance of the electron
correlation effect in the IEF-PCM treatment (<0.5 kcal/
mol). Nevertheless, this effect increases systematically with
ε (see values in brackets), which means that HF IEF-PCM
calculations tend to overestimate the solvation free energies.
Recalling that∆∆Gsolv is the sum of an electrostatic∆∆Gel

and nonelectrostatic∆Gnel contribution (see Methods), we
would also like to stress that the relative magnitude of these
contributions is far from being the same for the different
complexes. Taking results in acetone as an example, the
following values (in kcal/mol) of (∆∆Gel, ∆Gnel) are found:
(9.2, 2.2), (4.7, 2.7), (1.3, 2.6) and (0.7, 3.1) for the
protonated T-shape, protonated stacked, neutral stacked and
neutral T-shape complexes, respectively. The corresponding
ratio ∆∆Gel/∆Gnel thus exhibits the following drastic
changes: 4.2, 1.7, 0.2 and 0.5, respectively. These changes
essentially arise from∆∆Gel and reflect the strength of the
screening of the solute electrostatic interactions by the
solvent.

4. Detailed Analysis of His-Ade Interactions. (a) X-ray
Structures. Among the 14 His-Ade X-ray pairs, 6 are rather
T-shaped and 8 stacked. The positioning of the imidazole
moieties above the Ade plane are depicted in Figure 5 and
colored according to their interaction free energies∆G in
acetone. As in the case of His-Phe, the∆G values are on
the average more favorable for the complexes with pro-
tonated than with neutral His. Moreover, the imidazole is
more favorable above the 6-cycle than above the 5-cycle.
Note also that the minimal values of∆GHF, ∆Gcor and∆G
are slightly less favorable for the His-Ade pairs than for
His-Phe (Tables 1 and 2), but the number of His-Ade pairs
in our set is too low to allow firm conclusions.

(b) Model Structures. We focused on stacked His-Ade
conformations, slightly more frequent among the X-ray

Table 3. Interaction Energies (in kcal/mol) for the Modeled Benzene-Imidazole Complexes in Protonated and Neutral
Formsa

stacked T-shape

protonated neutral protonated neutral
solvent

ε ∆G ∆∆Gsolv ∆G ∆∆Gsolv ∆G ∆∆Gsolv ∆G ∆∆Gsolv

water -0.9 8.4 2.3 4.8 0.8 15.0 0.9 6.2
78.4 (4.9) (8.9) (7.5) (5.1) (6.0) (15.3) (5.3) (6.3)

[-5.8] [-0.5] [-5.2] [-0.3] [-5.2] [-0.3] [-4.4] [-0.1]
acetone -1.9 7.4 1.3 3.8 -2.8 11.4 -1.4 3.9
20.7 (3.6) (7.6) (6.4) (4.0) (2.3) (11.6) (2.9) (3.9)

[-5.5] [-0.2] [-5.1] [-0.2] [-5.1] [-0.2] [-4.3] [0.0]
THF -1.6 7.7 1.8 4.3 -3.2 11.0 -1.2 4.1
7.6 (3.9) (7.9) (6.9) (4.5) (1.9) (11.2) (3.1) (4.1)

[-5.5] [-0.2] [-5.1] [-0.1] [-5.1] [-0.2] [-4.3] [0.0]
CCl4 -3.3 6.0 0.9 3.5 -6.5 7.7 -2.2 3.1
2.2 (2.1) (6.1) (5.9) (3.5) (-1.5) (7.8) (2.1) (3.1)

[-5.4] [-0.1] [-5.0] [0.0] [-5.0] [-0.1] [-4.3] [0.0]
gas phase -9.3 -2.5 -14.2 -5.3
1.0 (-4.0) (2.4) (-9.3) (-1.0)

[-5.3] [-4.9] [-4.9] [-4.4]
a Results obtained at the MP2/6-31G(2d (0.8,0.2), p) level are given for the gas phase and in solvents of increasing ε dielectric constants

(IEF/PCM model). Values in parentheses are from HF/6-31G(2d (0.8,0.2), p) calculations. Values in brackets are the corresponding MP2 correlation
energy contributions. ∆G values are corrected for the BSSE calculated at the corresponding level of theory.
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structures. The relative positions of both species were
specified by three parameters, the distanced between theâ
plane and the center of imidazole ring, the orientation angle
θ defining the rotation of the Cε1-Hε1 bond around the
imidazole center, and the tilt angleτ defining the rotation
of this bond around the perpendicular line passing through
the imidazole center (Figure 1c). On the basis of the protein-
ligand X-ray structures, we chose to fixd)3.5 Å and
explored the other two parameters.

In the first step, we kept both species parallel (τ)0°) and
studied the effect of moving the imidazolium parallel with
respect to Ade. To explore the entire plane above the Ade
system, the orthogonal projection of the imidazole center in
the Ade plane was placed at 12 positions, corresponding to
the centers of the two Ade rings and to the middles of all
bonds constituting these rings. At each position, the imidazole
orientation parameterθ was optimized at the vacuum MP2/
6-31G(2d (0.8,0.2), p) level of theory. All interaction energies
∆EMP2 were found to be comprised between-7 and-12
kcal/mol. Whereas∆EMP2 is rather insensitive toθ (0.9 kcal/
mol on the average), as found for the imidazole-benzene
complex, it strongly depends on the position of the imidazole
center. According to whether the imidazole center is situated
above the 5- or 6-cycle of Ade,∆EMP2 is in the range of-7
to -10 kcal/mol or-10 to-12 kcal/mol, respectively. The
minimum∆EMP2 corresponds to a position of the imidazole
center above the bond between the two cycles. At this
position, ∆EMP2 reaches-12 kcal/mol for the protonated
complex.

In a second step, having fixed the orientation angleθ to
its position-dependent optimal value, we have studied the
effect of tilting the imidazole. Therefore, we varied theτ
angle from 0° to ( 45°, the positive values ofτ correspond-
ing to the situations where the positive charge carried by
the His approaches the Ade ring (Figure 1c). The calculated
∆EMP2 values show that, except for one position, the
protonated complex is more stable whenτ is comprised

between+15 and+30°, which can be explained by the
enhancement of the cation-π interaction induced by the
approach of the positively charged atoms. One observes that
this stabilizing effect is on average 3 times larger when the
projection of the imidazole center is situated on the 5-cycle,
reaching then-1.8 kcal/mol.

At this stage, we evaluated the contributions of solvation
to the interaction energies by using the IEF-PCM model.
Figure 6 shows the interaction energies∆EMP2 and the
interaction free energies∆G in CCl4, THF, acetone and
water, when the orthogonal projection of the imidazole center
into the aromatic plane is situated at some characteristic
positions located on a line across the two aromatic ring
centers. At each position, the preferred parameters ofθ and
τ were adopted. The positions with the lowest free energies
are located in the 6-cycle. The interaction (free) energies
become less favorable when moving away above the 5-cycle.
The existence of a pronounced minimum above the bond
common to the 2 cycles distinguishes the gas phase and
solvated energy profiles. At this minimum,∆EMP2 reaches
-13 kcal/mol. The corresponding∆G values are-4. kcal/
mol in CCl4, -1 kcal/mol in THF and acetone and 1 kcal/
mol in water. The contribution of the positive charge to the
stability of the complex are-10 kcal/mol in a vacuum,-5
kcal/mol in CCl4, -2. kcal/mol in THF and acetone, and
-0.5 kcal/mol in water.

The correlation effects contribute significantly to the
stability of the complex, like for His-Phe. The∆Ecor value
in the vacuum amounts to-7 and-9 kcal/mol for points 1
and 3 respectively, which corresponds to 56 and 68% of the
gas phase∆E values, respectively (-12 and-13 kcal/mol).

Figure 5. Distribution of the imidazole rings of His residues
around the Ade ring systems, observed in the protein-ligand
set, as a function of their calculated free energy values in
acetone. The Ade bases are superimposed and the imidazole
rings have been located “under” the Ade planes, for a better
comparison, by projection. The calculated free energy values
are colored according to a rainbow ramp where the most
favorable conformations are symbolized in red and the less
favorable in blue. Carbon and nitrogen atoms of the Ade rings
are colored in purple and blue respectively, and Cγ atoms of
the imidazole cycle are colored in black. The images were
generated using Insight II (Accelrys, Inc.) Structures of the
protonated (a) and neutral (b) imidazole rings.

Figure 6. Stacked imidazole-adenine complex: evolution
of ∆G in various solvents as a function of the position of
imidazole with respect to adenine. The five points considered
(see inset of the figure) correspond to the projection of the
imidazole center in the adenine aromatic plane R. Parameters
θ and τ (see Figure 1c) defining the orientation of imidazole
in R and the tilted orientation of R have been optimized at
each point.
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The excess of correlation at point 3 clearly induces the
observed gas-phase minimum. The large values of the
solvation energies (10 and 12 kcal/mol for points 1 and 3 in
acetone) compensate however the correlation energy con-
tributions, with as a result a shift of the minimum from points
3 to 1. As in the case of the benzene, one finds that the
balance between the∆∆Gel and∆Gnel solvation terms follow
the changes occurring in the electronic structure of the solute.
At positions 1 and 3 (∆∆Gel, ∆Gnel) are (in kcal/mol) (8.6,
1.7) and (10.7, 1.4) respectively, the corresponding ratio
∆∆Gel/∆Gnel being 5 and 8.

Note also the systematic overestimation of the solvation
energies by HF IEF-PCM calculations (0.2 and 0.5 kcal/
mol at point 1 and 3 respectively), as in the Phe-His case.
The larger discrepancy for point 3 probably reflects the
enhancement of the correlation effect pointed out above for
this geometry

5. Biological Role of His-Aromatic Interactions. There
are several arguments in favor of the biological role of His-
aromatic interactions in proteins. First, these interactions are
often found in catalytic sites. This is the case, among the
proteins of our data set, for His48-Tyr52 in phospholipase
A2 (4p2p),43 His54-Trp16 inD-xylose isomerase (7xia),44

His195-Tyr25 in chloramphenicol acetyltransferase (3cla),45

and His57-Phe54 in serine proteinases (2apl and 2sga).46 All
these His-aromatic pairs were determined as essential to
the enzymatic reactions, and the aromatic partner was proven
to participate indirectly in the stabilization of the catalytic
site.43,47,48This suggests that His-aromatic interactions are
key components of the catalytic mechanism of these en-
zymes, either in providing critical constraints on the precise
conformation of the catalytic site or in participating in
transition-state stabilization.

Second, His-aromatic cation-π interactions are recur-
rently observed at crucial positions in 3D domain swapping
proteins.49 Indeed, using the data set of domain swapping
proteins of Dehouck et al.,49 we find several His-π pairs
located in the hinge loop of either the closed or swapped
form, for example, His116-Tyr102 in the closed form of
Spo0A-N (1qmp) and His384-Phe530 in swapped diphtheria
toxin (1ddt). In other proteins, the same interaction is
observed in the two forms, involving residues that are part
of the same chain in the closed form but of two different
chains in the swapped form and connecting the chain pieces
across the closed interface. Such interactions seem thus to
zip up the closed interface of domain swapped oligomers.
Examples of this type are His86-Tyr42 in cystatine C (1g96),
His90-Trp49 in cyanovirin-N (2ezm, 3ezm) and His18-Trp94
in barnase (1brn, 1yvs). We computed the free energy in
acetone for the His18-Trp94 pair of the closed form of
barnase. As usual, the protonated form appears more stable
(∆G)-1.6 kcal/mol in acetone) than the two neutral forms
(∆G)+0.9 and+1.7 kcal/mol). So, a positive charge on
the His ring stabilizes barnase by about 2.5 to 3.3 kcal/mol,
in agreement, though slightly overestimated, with the ex-
perimental values of 1 to 2 kcal/mol.50,51

Hence, because of their frequent occurrence at specifically
important positions for 3D domain swapping and their
stabilizing properties, His-aromatic interactions can be

expected to contribute in a pH-dependent way to the stability
of the closed and/or swapped forms and to modulate the
conversion between the two forms.

Third, at the interface between protein and DNA, stair
motifs involving simultaneously cation-π, H-bond and base
stacking interactions are often observed.52 They consist of
two successive bases along the DNA stack, one in cation-π
interaction with an amino acid side chain that carries a net
or partial positive charge, and the other H-bonded with the
same side chain. In some proteins, like zinc fingers, several
successive stair motifs are observed. When His is considered
as potential cation/δ+-π partner in addition to Arg, Lys,
Asn and Gln, the number of succesive stairs is some-
times impressive. In the zinc finger 1ag1, in particular, we
find the multiple stair: Thy(B5)∴His(A149)∨Gua(B6)∴
Arg(A146)∨Gua(B7)∴Arg(A124)∨Gua(B8)∴Asn(A121)∨
Cyt(B9), where∴ denotes cation-π and ∨ H-bond. The
exact structural or functional role of these motifs is not
known, but their recurrent occurrence suggests that they play
a role in protein-DNA recognition.

Conclusions

Our quantum chemistry analysis of both X-ray and model
structures of His-aromatic interactions concur to indicate
that the positively charged complex is more stable than the
neutral one by about-6 to -9 kcal/mol in gas phase,-4 to
-5 kcal/mol in CCl4, -2 to -3 kcal/mol in THF,-1 to -3
kcal/mol in acetone and 0 to-2 kcal/mol in water (Tables
1 and 3 and Supporting Information). Our results are thus
in agreement with the experimental finding that in protein
environments, best mimicked by THF and acetone, the
protonation of His has a stabilizing effect of about 1 to 2
kcal/mol.18

The substantial difference in interaction free energy
between the protonated and neutral forms of His-aromatic
complexes, and the property of His to become protonated
near physiological conditions, makes this type of interactions
likely to be involved in the biological function. This
hypothesis is supported by the frequent occurrence of His-
aromatic interactions in 3D domain swapping proteins, at
protein-DNA interfaces, and among catalytic residues.

Our results do not allow to clearly settle whether His-
aromatic interactions in protein environments are more
favorable in T-shape or stacked arrangement. Both confor-
mations are roughly equally frequently observed in X-ray
structures, and their computed relative stabilities are similar,
with some differences according to the precise geometry,
the type of partners and the solvent. However, some trends
can be distinguished. In particular, T-shaped structures are
much more stable in gas phase, and this advantage is reduced
in the solvents considered. In water, the stacked conformation
appears even slightly more favorable. We can thus tentatively
conclude that T-shaped conformations are more favorable
in gas phase and nonpolar solvents and that the stacked
conformations become more favorable as the polarity of the
solvent increases, in agreement with molecular dynamics
studies53 and the more frequent observation of stacked
conformations at the protein surface. Finally note that the
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favorable nature of stacked conformations in protein environ-
ments must not be related with the higher accessibility of
H-bond forming groups as sometimes stated,54 at least for
His-aromatic complexes, since the two groups (Nδ1 and Nε2)
in the His cycle that are able to form H-bonds are roughly
evenly accessible in the stacked and T-shape conformations.
We verified indeed that the number of His involving H-bonds
in the complexes studied are independent of their conforma-
tion.
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Abstract: Implicit solvent models are a standard tool for assessing the electrostatics of

biomolecular systems. The accuracy of quantitative predictions, such as pKa values, transfer

free energies, binding energies, and solvation forces, is strongly dependent on one’s choice of

continuum parameters: the solute charges, dielectric coefficient, and radii, which define the

dielectric boundary. To ensure quantitative accuracy, these parameters can be benchmarked

against explicit solvent simulations. Here we present two sets of optimized radii to define either

abrupt or cubic-spline smoothed dielectric boundaries in Poisson-Boltzmann calculations of

protein systems with AMBER (parm99) charges. Spline smoothing stabilizes the electrostatic

potential at the molecular surface, allowing for continuum force calculations. Most implementa-

tions, however, require significantly different radii than the abrupt boundary surfaces. The optimal

continuum radii are initially approximated from the solvent radial charge distribution surrounding

each atom type. A genetic algorithm is then used to fine-tune the starting values to reproduce

charging free energies measured from explicit solvent simulations. The optimized radii are tested

on four protein-like polypeptides. The results show increased accuracy of molecular solvation

energies and atomic forces relative to commonly used continuum parameter sets. These radii

are suitable for Poisson-Boltzmann calculations with the AMBER force field and offer energetic

congruence to any model that combines molecular mechanics and Poisson-Boltzmann solvation

energies.

I. Introduction
Continuum solvation models are a useful link between the
microscopic and macroscopic realms of theoretical biochem-
istry and are widely used to evaluate the electrostatics of
biomolecular systems. One of the most common models
solves the Poisson Equation (PE)1 or the Poisson-Boltzmann
Equation (PBE)2,3 as a function of the solute’s charge density,
a spatially dependent dielectric coefficient, and, in the case

of the PBE, ion concentration. The resulting electrostatic
potential can be used, for example, to predict electrostatic
complementarity of molecular surfaces, to estimate electro-
static binding and transfer free energies, to approximate pKa

values, and to supply electrostatic forces for use in molecular
dynamics.

The accuracy of continuum models is dependent on the
parameters that are used to define the solute charges, the
solvent and solute dielectric coefficients, and the atomic radii
which define the dielectric boundary. It has been shown that
the average solvent charge density in the continuum model
is a sharply peaked function in the region of dielectric
discontinuity.4 The solvent charge density gives rise to the
solvent reaction field. Thus, quantitative results are especially
sensitive to the location of the solvent-solute dielectric
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boundary, i.e., the molecular surface. To appreciate where
the dielectric boundary should be, it is helpful to relate its
macroscopic and microscopic descriptions. Early studies
comparing atomistic simulations of aqueous solutions of
monatomic ions to the Born model were helpful in elucidat-
ing this connection.5-7 These studies revealed significant
differences in the solvent structure surrounding anions and
cations with the same ionic radius but different solvation
energies. The Born model correctly predicts disparate anionic
and cationic solvation energies if, and only if, the radii used
to define the continuum dielectric boundary correspond with
the first peak in the microscopic solvent density. Thus, the
optimal Born radii are not the ionic radii, a function of the
ion alone, but those that trace out solvent excluded cavities,
which are a function of both the ion and the surrounding
solvent structure.

Optimal biomolecular radii could, presumably, be mea-
sured in a similar manner. Biomolecules are, however, more
complicated because the solvent structure surrounding each
atom is influenced by neighboring atoms and the solute’s
conformation. Continuum radii for biomolecules must,
therefore, balance accuracy for a given conformation with
robustness across multiple conformations. Though the solvent
structure can still be used to approximate the location of the
dielectric boundary, the radii that define that boundary must
ultimately be benchmarked against quantitative observables
such as solvation energies or forces. Several continuum
parameter sets, consisting of solute charges and radii that
complement a specified protein dielectric constant and
molecular surface definition, have been optimized to repro-
duce either experimental solvation energies8,9 or explicit
solvent simulations.10,11 These two methods will be consid-
ered in turn.

Referencing continuum models against experimentally
determined solvation free energies is an appealing approach
because there are many small molecule data to draw upon
and because computational models should ultimately be
benchmarked by experiment. There are, however, two
disadvantages to this approach. First, it necessitates estimat-
ing the nonpolar contribution to the solvation free energy
since electrostatic and nonelectrostatic contributions cannot
be clearly distinguished in experiment. Solvation energies,
rigorously defined as the reversible work involved in
transferring a molecule from gas phase to bulk solvent, are
typically separated into electrostatic and nonelectrostatic
contributions via a thermodynamic cycle. This cycle involves
cavity formation, the introduction of solute-solvent vdW
interactions, and the introduction of solute-solvent electro-
static interactions;∆GsolV ) ∆GcaVity + ∆GVdW + ∆Gelec. PB
calculations only account for the electrostatic contribution,
∆Gelec. The remaining nonpolar contribution is commonly
approximated by the Solvent Accessible Surface Area
(SASA) model,∆Gnp ) ∆GcaVity + ∆GVdw = γ ∆SASA,
despite its inadequacy as discussed by Gallicchio et al.12 The
second disadvantage is that one is limited to the small, neutral
molecules for which experimental results are available.
Accordingly, the transferability of these parameters to
biomolecular systems such as proteins, where backbone

hydrogen bonding and charged residues likely affect solvent-
solute interactions, is unknown.

Benchmarking continuum parameters against explicit
solvent simulations avoids the aforementioned challenges;
simulations can be applied to charged molecules that mimic
biomolecular systems, and thermodynamic cycles can be used
to separate solvation energies into electrostatic and nonelec-
trostatic contributions. In the first leg of the thermodynamic
cycle, the ‘growth’ phase, the nonpolar contributions are
accounted for by growing a neutral solute cavity into bulk
solvent and introducing solute-solvent vdW interactions. In
the next leg, the ‘charging’ phase, the electrostatics contribu-
tions are measured by introducing solvent-solute charge-
charge interactions. The main disadvantage to using explicit
solvent simulations is the error inherent in modern force
fields, limited sampling, and simulations techniques. It is
encouraging that attempts to minimize these errors have
become increasingly successful.13,14Simulations additionally
offer energetic congruence to methods that combine con-
tinuum solvation and molecular mechanics energies such as
end-point free energy calculations,15,16 pKa calculations17,18

continuum dynamics,19 and constant pH molecular dynam-
ics.20

It is also possible to compare the forces acting on specific
atoms from explicit solvent simulations and continuum
models.21 Continuum force evaluations require a smooth
dielectric boundary because abrupt boundaries often result
in numerical instability in the electrostatic potential. Tech-
niques such as Gaussian22 and cubic spline23 based volume
functions have been introduced to smooth the dielectric
boundary, making continuum force calculations and con-
tinuum dynamics possible. Spline smoothed surfaces are now
standard options in several Poisson-Boltzmann solvers.24,25

To maintain quantitative accuracy, however, these imple-
mentations require significant rescaling of the radii used to
define the dielectric boundary. If the radii are not rescaled,
solvation energies and forces tend to be overestimated by
10 to 40% (results not shown). Nina et al. used explicit
solvent simulations to optimize of a set of radii for the
CHARMM22 force field for abrupt boundary definitions10

and later rescaled these radii for spline smoothed boundary
definitions.10,11Since the location of the dielectric boundary
is highly dependent on the solute charge distribution, the
Nina et al. radii are not transferable to other solute charge
definitions. Thus, a similar effort is needed for other force
fields as has been suggested by a number of authors.19,21,26

We present two sets of optimized radii for the AMBER
(parm99) force field for either abrupt or cubic spline
smoothed dielectric boundary definitions. The radii are
initially approximated from the solvent charge distributions
measured during explicit solvent simulations and then
optimized with a genetic algorithm (GA) to reproduce
explicit solvent charging energies. We present the relative
performance of several commonly used continuum parameter
sets on the model compounds and four protein-like polypep-
tide chains. The latter were included to demonstrate the
transferability of these parameters to protein systems. Both
sets of optimized radii improve the accuracy of continuum
solvation energies and the smooth boundary radii improve

Poisson-Boltzmann Calculations J. Chem. Theory Comput., Vol. 1, No. 3, 2005485



the correlation between explicit and implicit forces. These
radii are suitable for PB quantitative measurements with
AMBER partial charges and are recommended for methods
that combine AMBER molecular mechanics and PB solva-
tion energies.

The next section describes the model systems and the
methodology used in the explicit solvent simulations, the
continuum calculations, and the genetic algorithm optimiza-
tions. Section 3 defines the radius groups, discusses the
explicit solvent charging energies, compares continuum
solvation energies from different parameter sets, verifies radii
transferability to proteins with protein test cases, and presents
the quantitative affects of these radii on atomic forces.
Section 4 summarizes the work and possible future directions.

2. Methods
2.1. Model System.The explicit solvent simulations, con-
tinuum calculations, and genetic algorithm optimizations
were divided into two stages. First, the protein backbone
atoms were optimized using 14 polyalanine peptides of
varying lengths in common secondary structure conforma-
tions. Each conformation (see Table 1) was modeled from
fragments of either lysozyme (pdb code 1ati) or crambin (pdb
code 1ejg). The fragments were mutated to polyalanine and
terminated with neutral blocking groups with the MMTSB
Tool Set.27 Second, the side chain radii were optimized using
20 nonzwiterionicN-acetyl-X-N′-methylamide dipeptides
where X represents one of the twenty standard amino acids.
Two conformations of each side chain dipeptide were used.
The first conformation, chosen for the sake of comparison
with previous optimizations,10 used extended backbone phi
and psi angles (180°, 180°) and the most frequent side chain
dihedral angles from a Dunbrack backbone-independent
rotamer library. The second conformation used a much more
common backbone conformation (-60°, -40°) and the most
frequent rotamers from a Dunbrack backbone-dependent
rotamer library.28 All model conformations are provided in
the Supporting Information.

2.2. Explicit Solvent Simulations.The AMBER parm99
force field converted to CHARMM format was used in all

simulations. Hydrogen atoms were first energy minimized
in vacuum with 50 steps of steepest descent followed by
1000 steps of the Adopted Basis Newton Raphson (ABNR)
method. All solute atoms were then fixed for the duration
of the simulation. Each model compound was solvated in a
sphere of explicit TIP3P water molecules that extended 6.5
Å beyond the dipeptides and 10.0 Å beyond the polyalanine
peptides. This resulted in 3-4 hydration shells around every
solute atom. Running simulations with larger and smaller
solvent shells verified that the chosen dimensions were
sufficient for energetic convergence. The spherical solvent
boundary potential (SSBP) model including Kirkwood’s
mulitpolar expansion reaction field was used to approximate
the influence of bulk water beyond the explicit water
sphere.30 This model alleviates many of the difficulties that
result from perturbing charged systems with periodic bound-
ary conditions and has been shown to give reliable results
for proteins, nucleic acids, and, most recently, small mol-
ecules.4,14,31The solvent was first energy minimized with 50
steps of steepest descent followed by 1000 steps of the
ABNR method and then equilibrated for 100 ps.

All simulations employed Langevin dynamics at constant
temperature (300 K) using SHAKE enabled 2 fs time steps,
infinite cutoffs for nonbonded interactions, and a friction
constant corresponding to a relaxation time of 5 ps applied
to water oxygen atoms. The preequilibrated fully charged
systems were simulated for 200 ps to obtain the solvent
charge distribution surrounding each solute atom. The solvent
charge distributions were used to verify that the continuum
radii were properly grouped and to estimate their starting
values.

The charging free energies were measured with free energy
perturbation (FEP) simulations run in the PERT module of
CHARMM.25 Each simulation consisted of 10 windows in
which the solute’s charge was scaled by a thermodynamic
coupling parameterλ varying by( 0.1 from 0 to 1 and then
from 1 to 0 according to,q(λ) ) λqfinal. The weighted
histogram analysis method (WHAM) was used to combine
the results of the individual windows to calculate the total
charging free energy. WHAM is a self-consistent iterative
procedure that optimizes the distribution of data from
separate simulations and thus decreases the amount of
sampling required for convergence.32 Two tests were used
to ensure that the simulations were converged. First, the
standard error, calculated as half the difference between the
forward and reverse WHAM postprocessed results and shown
in Table 3, was required to be less than 3% of the total
energy. Second, simulations of twice the length were required
to be within 2% of the original simulations for the largest
and most charged model compounds (results not shown).
Different window lengths were required for convergence by
the backbone and side chain model compounds; the poly-
alanine peptides were equilibrated for 10 ps followed by 40
ps of collection, while the dipeptides showed convergence
in 5 ps of equilibration followed by 20 ps of collection.

2.3. Continuum Calculations.All continuum calculations
were performed with the Adaptive Poisson-Boltzmann
Solver (APBS)24 using zero bulk ionic strength, a temperature
of 300 K, a solvent dielectric of 78.4, and a solute dielectric

Table 1. 14 Polyalanine Peptides Used To Optimize the
Backbone Radii

polypeptidea residues descriptionb H-bonding

l-beta1 17-20 type II yes
l-beta2 36-39 type I′ yes
l-beta3 39-42 type I yes
l-beta4 59-62 type IV no
l-beta5 60-63 type I no
l-beta6 85-88 type VIII no
l-helix1 5-14 type H yes
l-helix2 109-114 type H yes
l-hairpin1 42-53 class 3:5 IG yes
l-hairpin2 51-59 class 4:4 yes
c-beta1 17-20 type I yes
c-beta2 42-45 type IV no
c-helix1 7-20 type H yes
c-helix2 23-30 type H yes

a Peptides taken from lysozyme (1aki) and crambin (1ejg). b Sec-
ondary structure descriptions provided by PDBsum.29
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of 1. The PB grid was centered on each solute and extended
at least 20 Å beyond its dimensions. A grid resolution of
0.25 Å was proven sufficient for energetic convergence by
comparing calculations with 0.15 Å grid resolution, which
resulted in a correlation coefficient of 0.9995 and an average
absolute error (AAE) of 0.97 kcal/mol. Solute charges were
distributed onto grid points using a cubic B-spline discreti-
zation. Electrostatic solvation free energies were calculated
from the energetic difference in the solvated (εbulk ) 78.4)
and gas-phase systems (εbulk ) 1). The molecular surface
was defined by the interface of a 1.4 Å solvent probe and
the solute radii.

Some of the choices made in the continuum calculations
protocol warrant explanation. First, the molecular surface
traced by rolling a solvent probe,r ) 1.4 Å, around the solute
atoms was used to define the location of the abrupt dielectric
boundary. Previous PB radii optimizations10 have used the

van der Waals (vdW) surface made up of overlapping solute
atoms which excludes the interstitial spaces that lie between
solute crevices from the molecular volume. Although the
vdW surface definition works well for small molecules, it
often results in buried high dielectric pockets in larger
molecules such as proteins.33 These pockets can change
quantitative results significantly, making the radii less robust
across similar conformations. The vdW surface is particularly
problematic in continuum dynamics as high dielectric pockets
can appear and disappear as frequently as every time step,
resulting in numerical instability.19 Second, for the spline
smoothed surfaces, cubic B-spline charge discretization was
used instead of trilinear interpolation to avoid large orien-
tational artifacts.22 Finally, a solute dielectric of 1 was chosen
for consistency with the nonpolarizable force field and fixed
solute conformation.

2.4. GA Optimization. The GA was used to optimize the
radii to their final values. The GA is an efficient stochastic
optimization method that has been widely applied to
minimization problems because it is ideally suited for
multiple-dimensional global search problems where the
search space contains multiple local minima and the search
variables may or may not be correlated. The GA begins with
the generation of an initial population of a given number of
solutions. The fitness of each solution is evaluated, and a
new population is generated via selection, crossover, and
mutation. This process is repeated until a desired fitness is
reached or the maximum number of generations exceeded.

In the initial evolutions, populations of 50 solutions were
run for 100 generations. In subsequent evolutions, popula-
tions of 100 solutions run for 50 generations. Solutions in
the initial population of a given evolution were generated
from a uniform distribution( 0.10 Å around the starting
radii. In subsequent generations, solutions were generated
via a process of selection followed by crossover or mutation.
Selections were performed with the Stochastic Universal
Sampling algorithm,34 which is designed to give zero bias

Table 2. Radius Groups with GA Starting Values and the
Final Optimized Values

atom namea residues
start
value

final
valueb

final
valuec

Backbone
C all 2.30 1.903 2.170
O all 1.58 1.454 1.742
N all 2.50 1.835 2.262
CA all except G 2.80 1.591 2.339
CA G 2.60 1.654 2.133
CAY/CAT ACE,NME 2.51 2.595 2.375

Side Chains
CB D,E,C,H,M,F,S,T,W,Y 2.55 2.087 2.370
CB A,R,N,Q,I,L,K,V 2.75 1.829 2.063
CG* R,Q,I,L,K,M,T,V 2.49 2.039 2.329
CG H,F,W,Y 2.10 1.651 2.290
CG/CD N,Q,D 2.19 1.995 2.257
CG E 2.45 1.942 2.432
CB/CG/CD P 2.70 2.008 2.157
CD R,K 2.81 2.034 2.303
CD* I,L 2.45 1.897 2.103
CD*/CE*/CZ H,F,W,Y 2.05 1.837 2.122
CE M 2.40 1.902 2.157
CZ/CE R,K 2.66 2.020 2.414
OD*/OE* N,Q,D,E 1.55 1.516 1.727
OG* S,T 1.65 1.562 1.832
OH Y 1.72 1.738 2.022
NE,NH*,NZ R,K 2.48 1.523 1.861
ND2/NE2 N,Q 2.12 2.222 2.453
ND1,NE2 H 1.90 1.436 1.782
NE1 W 2.11 1.898 2.147
SG/SD C,M 2.00 1.978 2.169

Hydrogensd

type H bb HN 1.20 1.600 1.967
type H bound to N 1.20 1.119 1.379
type HO/HS bound to O/S 1.00 1.201 1.406
type H1/HP polar 1.31 1.914 2.033
type HC/HA nonpolar 1.30 0.840 1.321

a Radius groups are distinguished by AMBER atom names for all
heavy atoms and by atom type for hydrogen atoms. b Final radii for
abrupt dielectric surfaces. c Final radii for spline smoothed surfaces.
d Hydrogens specified by atom type with type ‘H’ divided into two
groups; amide backbone ‘HN’ and all other N-bound hydrogens.

Table 3. FEP Charging and Continuum Solvation
Energies for the 14 Polyalanine Peptides Using AMBER
and Optimized Radiic

polypep WHAM AMBER opta optb

l-beta1 -34.17 (0.06) -31.87 -35.44 -33.53
l-beta2 -32.69 (0.05) -25.67 -30.68 -31.85
l-beta3 -30.89 (0.48) -27.88 -31.40 -30.79
l-beta4 -31.42 (0.31) -28.89 -32.26 -32.88
l-beta5 -33.69 (0.03) -32.18 -34.83 -32.87
l-beta6 -31.09 (0.06) -27.27 -31.53 -32.34
l-helix1 -65.29 (0.45) -53.78 -64.15 -65.31
l-helix2 -49.18 (0.42) -43.36 -48.18 -51.49
l-hairpin1 -66.50 (1.33) -55.70 -66.14 -66.63
l-hairpin2 -81.45 (1.06) -69.17 -81.60 -81.43
c-beta1 -34.72 (0.24) -33.64 -34.54 -33.90
c-beta2 -40.90 (0.24) -36.47 -40.88 -41.06
c-helix1 -68.91 (0.44) -54.99 -66.39 -67.15
c-helix2 -51.91 (0.04) -44.01 -51.05 -51.77

a Abrupt smoothed dielectric boundary definitions. b Spline smoothed
dielectric boundary definitions. c All energies are in kcal/mol. Standard
errors are reported as half the difference between the forward and
reverse WHAM energies.
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in the selection and minimal spread. It selects solutions with
a probability proportional to their fitness

wherepi is the probability that solutioni will be selected
and Fi is its fitness. The fitness function was normalized to
ensure that fitness scores remained between 0 (poor) and 1
(perfect)

where AAEi is the average absolute error of solutioni. A
uniform crossover process was applied to 90% of the
population. Each crossover event consisted of randomly
distributing the radii from two previous-generation solutions
to two new-generation solutions. Mutations were applied to
20% of the population and consisted of perturbing a
solution’s radii using a Gaussian distribution with a standard
deviation of(0.05 Å. The evolution was terminated if the
total fitness and the best solution converged to the same value
for 6 consecutive generations. In the absence of convergence
a new evolution was started with the best radii from the
previous evolution.

3. Results and Discussion
3.1. Radii Grouping and Starting Values.In optimization
procedures, the number of parameters that can be meaning-
fully optimized is generally limited by the number of
reference values. Although there is likely an ideal radius for
every atom in every conformation, it is desirable to find a
set of radii that are robust across multiple conformations. It
is generally accepted that atoms in similar chemical environ-
ments have comparable surrounding solvent structures and
thus similar optimal continuum radii. The factors directly
influencing solvent structure are the atom’s charge, vdW
parameters, and structural neighbors. It may seem appealing
to use AMBER atom types to define a set of continuum
radius groups. This does not work, however, since AMBER
atom types are distinguished by vdW parameters and often
have significantly different charges in different residues.
Instead, atoms were initially grouped according to similar
chemical environments. The groups were then tested for
similar surrounding solvent structure.

The solvent charge distribution surrounding each atom type
was measured from 100 ps of Langevin dynamics of solvent
plus rigid, fully charged solute molecules. The first peak in
the solvent charge distribution corresponds to the closest
explicit water molecules and can be used to approximate the
optimal continuum radius. Figure 1a shows almost identical
solvent charge distributions for the carboxyl oxygen in both
conformations of the aspartate and glutamate residues. As
expected, the first peak is positive due to electropositive
water hydrogens crowding around the negatively charged
carboxyl oxygen. Conversely, the first peak in the solvent
charge distribution surrounding positively charged atoms,

such as the amine nitrogen in arginine and lysine (results
not shown), are negative due to electronegative water oxygen
atoms. Figure 1b shows the solvent charge distribution for
alpha-carbons in alanine, asparagine, lysine, and glycine. It
demonstrates a slightly smaller solvent excluded volume for
the alpha-carbon in glycine, likely due to the absence of a
side chain. Thus, glycine’s alpha carbon was put in a separate
radius group from the rest of the alpha carbons. Similar plots
were used to classify all of the radius groups which are
shown in Table 2 along with their starting values.

We highlight two distinctions from the Nina et al.10

optimizations, which also used the solvent charge distribution
to approximate starting radii. First, we used nonzero hydro-
gen radii. This was deemed important because FEP charging
free energies deviated 2-13% depending upon hydrogen
placement (results not shown). GB models have also shown
sensitivity to hydrogen radii.35 Although the GB and PB
models are fundamentally different, both are hopeful methods
for DNA dynamics and both will likely need to fine-tuned
their hydrogen radii. Second, although the starting radii work
well with vdW surface definitions, as used by Nina et al.,
they clearly underestimated solvation effects with molecular
surface definitions. We found that decreasing the starting
values by 10% reduced the number of evolutions necessary
to converge the radii to their optimal values.

3.2. FEP Simulations.The approximate starting radii were
fine-tuned to reproduce explicit solvent FEP charging free
energies. These energies, shown in Tables 3 and 4, were used

pi )
Fi

∑
j)1

N

Fj

(1)

Fi ) 1
(1 - AAE) i

(2)

Figure 1. Radial solvent charge distributions show that similar
chemical environments result in similar solvent structures
around (A) the electronegative carboxyl oxygen in asp and
glu as well as (B) the alpha carbons of ala, asn, and lys. The
alpha carbon of gly reveals a unique solvent structure.
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as the target values in the GA optimizations. All simulations
were well converged as previously described and as indicated
by the reported standard errors. Values for the polyalanine
peptides ranged from-31 to -81 kcal/mol depending on
their length and conformation, while those of the side chain
dipeptides ranged from-12 to -83 kcal/mol. The neutral
nonpolar residues had the lowest magnitudes,-12 to -16
kcal/mol; the polar residues were slightly higher,-16 to-28

kcal/mol; and the charged residues were the highest,-61 to
-83 kcal/mol. Comparing the charging free energies between
dipeptide conformations demonstrates a moderate range of
conformational sensitivity. Lysine demonstrated the largest
range with a charging free energy of-61 kcal/mol for one
conformation and-77 kcal/mol for the other.

3.3. GA Optimizations.Results for the GA optimizations
were typical for a highly dimensional rough energy land-
scapes. Specifically, different radius sets with similar fitness
values were often encountered. After 6 evolutions the optimal
abrupt and smooth boundary radii, as presented in Table 1,
had AAEs of 0.54 and 0.64, respectively.

3.4. Continuum Calculations Testing Parameter Sets.
To gauge the importance of these optimized radii, we tested
several commonly used continuum parameter sets: AMBER
(parm99) charges combined with parm99 vdW radii, Bondi
radii, and the previously optimized Nina et al. radii in
addition to PARSE charges combined with PARSE radii.
Figure 2 shows the resulting continuum solvation energies
compared to explicit solvent charging energies. The relative
performance between parameter sets is more clearly il-
lustrated in Figure 3a where the continuum deviation for each
model compound is represented as a single point.

Each parameter set was tested for the appropriate solute
dielectric and surface definitions for the comparisons made
in Figures 2 and 3a. Failure to use the appropriate solute
dielectric and surface definitions results in overestimating
or underestimating solvation effects. For example, the
PARSE parameters, originally optimized with a solute
dielectric of 2, consistently overestimate solvation effects
when used with a solute dielectric of 1. Likewise the Nina
et al. radii, which were optimized with a vdW surface,
underestimate solvation effects with a molecular surface
definition. Although changing either the solute dielectric or
the surface representation generally increases or decreases
solvation energies, it has little effect on the relative solvation
energies between different solutes. This is demonstrated in
Figure 3b with the Bondi radii where using a vdW surface
and solute dielectric of 1 overestimates solvation effects and

Table 4. Explicit Solvent Charging Free Energies
(WHAM) and Continuum Solvation Energies for the 20
Amino Acid Dipeptides Using AMBER and
Optimized Radiic

res WHAM AMBER opta optb

Nonpolar Groups
Gly -13.91 (0.10) -14.35 -14.43 -13.93
Gly2 -18.45 (0.15) -18.51 -18.36 -18.11
Ala -14.01 (0.18) -13.77 -14.26 -13.82
Ala2 -17.86 (0.02) -16.97 -16.92 -16.90
Val -12.48 (0.17) -11.22 -12.58 -12.45
Val2 -18.79 (0.45) -16.99 -17.36 -17.73
Leu -12.58 (0.02) -11.72 -12.68 -12.40
Leu2 -18.45 (0.06) -16.77 -17.97 -17.94
Ile -11.99 (0.06) -10.87 -12.01 -12.00
Ile2 -19.29 (0.06) -17.25 -17.52 -17.85
Pro -14.75 (0.01) -13.29 -14.76 -14.74
Pro2 -16.84 (0.16) -14.66 -16.75 -16.98
Phe -16.42 (0.46) -14.68 -16.45 -16.43
Phe2 -21.95 (0.01) -20.16 -21.66 -20.97
Trp -19.76 (0.04) -19.50 -19.73 -19.73
Trp2 -22.23 (0.45) -23.25 -23.14 -21.93
Met -12.98 (0.02) -12.76 -13.12 -13.09
Met2 -19.53 (0.23) -18.40 -18.85 -19.04

Neutral Polar Groups
Ser -17.34 (0.03) -18.28 -17.33 -17.29
Ser2 -19.60 (0.18) -21.03 -19.68 -19.82
Thr -16.25 (0.18) -17.06 -16.69 -16.52
Thr2 -19.58 (0.30) -19.68 -19.11 -19.24
Cys -18.18 (0.36) -18.69 -18.17 -18.11
Cys2 -17.97 (0.07) -18.39 -17.96 -17.95
Tyr -19.78 (0.13) -20.49 -20.42 -19.77
Tyr2 -25.30 (0.23) -25.32 -25.08 -24.26
Asn -20.88 (0.10) -23.09 -20.89 -20.86
Asn2 -23.38 (0.47) -24.96 -23.36 -23.12
Gln -18.40 (0.47) -20.16 -18.43 -18.68
Gln2 -27.63 (0.24) -29.29 -26.40 -26.35
His -23.63 (0.07) -24.24 -24.77 -24.26
His2 -22.12 (0.16) -21.13 -22.52 -21.56

Charged Polar Groups
Arg -60.99 (0.44) -69.19 -63.89 -63.05
Arg2 -77.28 (0.70) -81.88 -76.10 -74.50
Lys -65.99 (0.06) -71.66 -67.44 -68.71
Lys2 -82.65 (1.14) -85.93 -81.69 -80.33
Asp -77.86 (0.47) -72.05 -77.90 -78.02
Asp2 -79.38 (0.18) -71.06 -77.35 -77.33
Glu -79.00 (0.51) -72.09 -79.09 -78.99
Glu2 -76.31 (0.24) -69.47 -76.30 -76.30

a Abrupt smoothed dielectric boundary definitions. b Spline smoothed
dielectric boundary definitions. c All energies are in kcal/mol. Con-
formation 1 and 2 have phi/psi angles of (180°,180°) and (-40°,-
60°), respectively. Standard errors are reported as half the difference
between the forward and reverse WHAM energies.

Figure 2. Explicit solvent charging free energies versus
continuum solvation free energies calculated with the AMBER
charges and different radii.
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a molecular surface with a solute dielectric of 2 underesti-
mates them.

The AMBER parm99 vdW radii were tested because they
are frequently chosen for use with parm99 charges despite
the fact that they have never been optimized for continuum
models. Optimal performance, found with a molecular
surface definition and a solute dielectric of 1, yielded an AAE
of 3.18 kcal/mol. The Bondi radii36 were tested because they
are the most common choice for the intrinsic radii used in
generalized Born models.37 Using a solute dielectric of 1
and a molecular surface representation they performed the
best out of the unoptimized parameters, with an AAE of 2.27
kcal/mol.

The Nina et al. radii were tested to query the transferability
of radii between the AMBER and CHARMM force fields.
They were not expected to work perfectly with the AMBER
charges because continuum charge and radius definitions are
strongly interdependent. It has been postulated, however, that
the two force fields should have similar solute-solvent
interactions, similar charging free energies, and thus similar
continuum radii.38 To test this, FEP simulations were run
with the CHARMM force field. They yielded substantially
different charging free energies and solvent radial distribu-

tions. In continuum calculations using a solute dielectric of
1 and a vdW surface, the Nina et al. radii combined with
AMBER charges resulted in an AAE of 2.67 kcal/mol. This
is an improvement over parm99 vdW radii but worse than
the Bondi radii. It is far worse than their performance with
the CHARMM charges when compared to FEP simulations
run with the CHARMM force field (results not shown),
which had an AAE of 0.69 kcal/mol. Differences in the FEP
charging free energies, the solvent radial distribution func-
tions, and the optimal continuum radii for AMBER and
CHARMM are likely due to differences in partial charges.

Finally, the PARSE parameters were tested as they have
likely been the most respected and frequently used continuum
charge and radius definitions since their development in
1994.8 Their performance relative to the explicit solvent
model was worse than expected. Regardless of the surface
and solute dielectric definitions, they consistently overesti-
mated solvation effects on the model systems. Optimal
performance was found with a molecular surface definition
and a solute dielectric of 2 resulting in an AAE of 5.22 kcal/
mol.

3.5. Protein Test Cases.The optimized radii clearly
perform better on the model compounds for which they were
optimized, but this is a biased test. As an unbiased test and
to evaluate their transferability to proteins, FEP simulations
were run on four short polypeptide chains: Trpcage (1l2y),39

the C-terminal fragment (41-56) of protein G (2gb1),40 the
C-peptide of ribonuclease A (8rat),41 and the first helix taken
from lysozyme (residues 5-14) with all of the native side
chains present. The proteins were prepared and simulated
with the same procedures used on the model compounds.
Simulations were held to the same requirements for energetic
convergence. The resulting charging free energies are shown
in Table 5 in addition to continuum deviations with the
AMBER, PARSE, Bondi, and newly optimized radii. The
surface definitions and solute dielectrics found optimal for
the model compounds, as described in the previous section,
were used for consistency. The optimized radii perform the
best on abrupt boundary surfaces with an AAE of 5.96 kcal/
mol. All abrupt boundary radius sets overestimated solvation
energies by 20-40% when used with the spline smoothed
surfaces (results not shown). The smooth boundary radii,
presented in the 9th column, are a significant improvement
but still overestimate solvation effects slightly. The source
of this systematic overestimation is unknown. It can be
compensated for by using a higher solute dielectric, which,
as previously mentioned, shifts all solvation energies down
but has little effect relative continuum deviations. As shown
in the final column, the AAE can be decreased to 4.42 kcal/
mol by using a solute dielectric of 1.15 instead of 1.0.

3.6. Spline Smoothed Radii and Atomic Forces.If abrupt
boundary radii are used with a spline smoothed dielectric
boundary, then solvation forces, similar to solvation energies,
tend to be overestimated by 10 to 40% (results not shown).
The width of the spline smoothed dielectric transition region,
often referred to as thespline window, has been shown to
effect solvation energies.11 Thus, the optimal spline smoothed
radii will be dependent on the spline window width. Previous
optimizations have shown that reasonable quantitative ac-

Figure 3. Continuum solvation energy deviations from explicit
solvent reference values. Each circle represents one model
compound. (A) Five different parameter sets are compared
with their optimal surface definitions and solute dielectrics:
PARSE charges with PARSE radii, a molecular surface, and
solute dielectric of 2; AMBER charges with AMBER radii a
molecular surface and solute dielectric of 1; AMBER charges
with Bondi radii a molecular surface and solute dielectric of
1; AMBER charges with Nina radii a vdW surface and solute
dielectric of 1; and AMBER charges with the newly optimized
radii a molecular surface and solute dielectric of 1. (B) The
effect of different surface and solute dielectric definitions on
solvation energies calculated with the Bondi radii.
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curacy can be maintained by rescaling abrupt-boundary radii
by a single factor that is dependent on the spline window
width.11 This, however, assumes that all radii are equally
affected by the spline smoothing. This assumption was tested
by optimizing a set of radii for a single spline window of
0.3 Å with the GA. These radii were compared to abrupt
boundary radii scaled by a single scaling factor. A simplex
optimization showed that the optimal single scaling factor
was Rspline ) (Rabrupt + 0.3)*1.0107. The independently
optimized radii, shown in Table 2, are significantly different
from those obtained from the single scaling factor. The AAEs
for the independently optimized and single scaled radii were
0.66 and 2.11 kcal/mol, respectively.

Recently, Wagoner et al. suggested comparing continuum
and explicit solvent forces instead of molecular solvation
energies to test the continuum model.21 To obtain the explicit
solvent electrostatic forces they averaged the total minus
nonpolar solvent-solute interactions from a simulation of a
131-residue protein in a fixed conformation. They used the
AMBER parm99 vdW radii and demonstrated reasonable
correlation between continuum and explicit solvent forces
with a correlation coefficientr ) 0.88. As expected, however,
the continuum forces were systematically overestimated by
a factor of 2.2, as indicated by the slope from linear
regression analysis. To see what effect the optimized radii
have on atomic forces, the same procedure was carried out
with Trpcage and the C-terminus of G-protein. Explicit
solvent forces were reasonably converged after 200 ps of
simulation. This was tested by comparing forces from a 500
ps simulation which resulted in a correlation coefficient of

0.9987 and an AAE of 0.10 kcal/mol. Figure 4a shows the
improved correlation for atomic forces calculated with the
optimized radii,r ) 0.94, versus the AMBER radii,r ) 0.84.
The AMBER radii still systematically overestimate the
continuum forces by a factor of 1.99, while the optimized
radii slightly underestimate the forces by a factor of 0.80.
Figure 4b shows the optimized atomic forces according to
atom type and demonstrates that forces on oxygen atoms
are most often underestimated. Comparing specific atomic
forces from continuum and explicit solvent models may
prove useful in future optimization efforts.

4. Conclusion
Computational biochemistry is a field with multiple levels
of models and theories whose computational requirements
scale proportionally with accuracy. The success of the lower
level, less accurate, more efficient models relies upon their
connection to the higher level, more accurate, less efficient
models, while the latter are complimented by the former to
characterize complex biological systems. As methodology
advances, opportunities for improved synergy between levels
of theory and models are created. As microscopic, explicit
solvent simulations become more accurate and the numerical
methods used in continuum models improve, there is an
increasing opportunity and need to benchmark continuum
models on microscopic simulations.

The main results of this paper are two sets of optimized
continuum radii, presented in Table 2, for PB calculations
with the AMBER force field using either abrupt or spline
smoothed dielectric boundary definitions. Thirty-one radius

Table 5. FEP Charging Energies and Continuum Deviations for 4 Protein-like Polypeptidesd

protein WHAM-40ps WHAM-60ps AMBER PARSE Bondi Nina opta optb optc

trpcage -309.85 (2.00) -308.63 (1.89) -20.47 -27.41 1.10 -2.97 0.51 19.57 -3.32
protein G -314.37 (0.51) -314.60 (0.25) -17.78 14.58 21.55 70.55 15.74 19.72 4.86
ribonucleaseA -167.77 (1.55) -165.25 (1.21) -6.21 38.76 11.69 45.41 3.82 17.37 3.83
lysozyme 257.88 (3.89) -259.79 (2.53) 4.99 -3.09 1.93 31.16 3.77 5.99 -5.69
AAE 12.36 20.96 9.07 37.52 5.96 15.66 4.43

a Abrupt and smoothed dielectric boundary definitions with solute dielectric of 1. b Spline smoothed dielectric boundary definitions with solute
dielectric of 1. c Spline smoothed boundary with solute dielectric of 1.15. d All energies in kcal/mol. FEP standard errors are reported as half the
difference between the forward and reverse WHAM energies.

Figure 4. Comparison of explicit solvent and continuum forces. Lines indicate y ) x NOT best fit. (A) Continuum forces calculated
with AMBER radii in red: correlation coefficient 0.84; slope 1.99; intercept 0.03 kcal mol-1 Å-1. Continuum forces calculated
with optimized radii in blue: correlation coefficient 0.94; slope 0.80; intercept 0.29 kcal mol-1 Å-1. (B) Continuum forces calculated
with optimized radii only distinguishing different elements by color.
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groups were defined based on similar chemical environments.
Both sets of optimized radii improve quantitative agreement
with microscopic simulations when compared to AMBER
parm99 vdW, Bondi, and Nina et al. radii as well as the
PARSE parameters. The Bondi radii combined with a protein
dielectric of 1 and a molecular surface definition were the
best alternative choice for AMBER charges. The PARSE
parameters, shown to work optimally with a solute dielectric
of 2 and a molecular surface definition, were less accurate.
The abrupt boundary radii work quite well for protein
systems. The smooth boundary radii offer a significant
improvement over abrupt boundary radii used on spline
smoothed surfaces but still overestimated the solvation
energies of four protein-like polypeptides. This overestima-
tion can be compensated for by using a solute dielectric of
1.15 instead of 1.0. The smooth boundary radii greatly
improve agreement between continuum and explicit solvent
atomic forces.

Future efforts will focus on identifying the source of
deviations of the smoothed boundary radii on protein systems
as well as small molecule parametrization and coupling these
parameters with nonpolar solvation effects. If one hopes to
use these radii on systems involving small molecule ligands,
it will be important to characterize the appropriate radii for
certain small molecules as well. It will also be of great use
to test the complementarity of these electrostatic parameters
with various nonpolar solvation models by comparing total
solvation energies to either explicit solvent simulations or
experimental solvation energies. It is expected that the
nonpolar and polar contributions to continuum solvation
models will be coupled and that the greatest degree of
accuracy will require them to be treated as such.
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Abstract: We investigate the OH transfer step of the hydroxylation reaction of p-hydroxyben-

zoate in the enzyme p-hydroxybenzoate hydroxylase (PHBH) using QM/MM molecular dynamics

methods. The QM region (49 atoms) is treated at the AM1 level, while the MM part (ca. 23 000

atoms) is described by the GROMOS force field. Performing pointwise thermodynamic integration

from 10 starting structures, we have obtained an average value of the free-energy barrier for

this reaction of 101 kJ mol-1. The simulations provide insight into the dynamics of the hydrogen

bonding network in the active site along the course of the reaction. In addition, we describe

statistical techniques to analyze molecular dynamics data that assess the convergence of

averages and yield an error measure. We discuss the effect of different error sources on the

free energy.

I. Introduction
The enzymep-hydroxybenzoate hydroxylase1 (PHBH, EC
1.14.13.2) catalyzes the transformation ofp-hydroxybenzoate
(pOHB) to 3,4-dihydroxybenzoate (3,4-DOHB, also known
as protocatechuate). It is active, for example, in soil bacteria
where it plays a crucial role in the oxidative degradation of
aromatic compounds, such as lignin, 3,4-DOHB being the
substrate for subsequent catechol ring-cleavage reactions.
PHBH has recently also been proposed as a biocatalyst for
the hydroxylation of fluorinated and chlorinated pOHB deriv-
atives.2 The enzyme contains flavin-adenine dinucleotide
(FAD) as a cofactor. The oxygen of the transferred hydroxy
group stemming from O2, PHBH is a flavoprotein classified
as a monooxygenase. The second oxygen atom is not utilized
for product formation but is ultimately reduced to H2O.

The catalytic cycle may be divided into a reductive and
an oxidative branch, as assessed by the oxidation state of
the cofactor (Scheme 1). In the reductive half-reaction,
PHBH with oxidized FAD binds the substrate pOHB as well
as the two-electron reductant NADPH (reduced nicotinamide-
adenine dinucleotide phosphate). The flavin cofactor is
reduced by NADPH to FADH2, and NADP+ is released. In

the subsequent oxidative half-reaction, FADH2 reacts with
molecular oxygen to form a flavin hydroperoxide (FAD-
HOOH) that acts as the active hydroxylation agent. FAD-
HOOH hydroxylates pOHB in the meta position, yielding
FADHO (FADHOH after protonation) and a hydroxycyclo-
hexadienone intermediate that tautomerizes rapidly into the
aromatic 3,4-DOHB (Scheme 2). To close the cycle, FAD-
HOH loses water, regenerating the oxidized form of FAD,
and 3,4-DOHB is liberated.

PHBH has been the subject of numerous experimental
investigations over the last almost three decades and has
become a paradigm for flavoprotein monooxygenases; we

* Corresponding authors e-mail: thiel@mpi-muelheim.mpg.de
(W.T.) and senn@mpi-muelheim.mpg.de (H.M.S.).

Scheme 1. Schematic Catalytic Cycle for pOHB
Hydroxylation by PHBH
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refer here to the review by Entsch and van Berkel.1 As our
focus in the present study lies exclusively on the hydroxy-
lation step, we summarize here pertinent experimental results
from structural, mechanistic, kinetic, and mutation studies.
(1) The hydroxylation reaction follows the aromatic elec-
trophilic substitution mechanism, that is, FADHOOH acts
formally as an “OH+” donor.3 (2) The substrate reacts in its
dianionic (phenolate) form,4,5 which concurs with (1), the
oxido substituent being strongly activating and ortho directing
in SEAr reactions. The pKa of the phenolic proton in enzyme-
bound pOHB is lowered relative to free pOHB.5,6 (3) A
number of specific interactions with active-site residues
stabilize the pOHB dianion and contribute to its binding and
activation.5-8 Both the dianionic substrate and the oxidoflavin
resulting from OH transfer are stabilized by a positive
electrostatic potential in the active site.9 (4) The different
stages of the reaction are coupled with (at least) three distinct
conformational states of the flavin, which on one hand makes
the active site accessible for substrate binding and interaction
of the oxidized FAD with NADPH and on the other hand
shields the active hydroperoxy-FAD from reacting with
solvent water once it is formed.10-12 (5) The relative rates
of the different reaction steps, and thus the rate-determining
step, appear to depend on the external conditions. Under very
mildly acidic conditions (pH 6.5) at low temperature (275-
279 K), the rate constants for hydroxylation and loss of H2O
from FADHOH are around 47 s-1 and 14 s-1, respec-
tively,4,5,13 that is, hydroxylation is not rate-limiting. The
overall turnover rate of the enzyme under these conditions5

is around 6 s-1. For more basic conditions, the overall
turnover rate was determined as 7.5 s-1 (pH 8.6, 277 K),9

44 s-1 (pH 7.9, 298 K),5 and 55 s-1 (pH 8.0, 298 K).14

Enzyme activity is highest in the pH range 7.5 to 8.5.15 From
temperature-dependent measurements of the overall rate, the
activation energy was obtained as 49 kJ mol-1 at pH 8.0.15

Also from the theoretical side the hydroxylation step of
the PHBH catalytic cycle has found considerable attention

and has become a kind of prototype system for computational
studies on enzyme reactions. An early study found a good
correlation of experimental turnover rates of fluoro-
substituted pOHB derivatives with the energies of the highest
occupied molecular orbital (HOMO) calculated for the free
substrates in the gas phase at the semiempirical AM1 level.16

This observation supported the notion that the hydroxylation
is rate-determining under the conditions of the measure-
ments14 (pH 8.0, 298 K). It also provided evidence for the
dianionic state of the active substrate as well as for the
SEAr mechanism. A series of contributions by Ridder et
al.17-20 realized a considerable methodical step forward by
using a combined molecular-mechanical/quantum-mechanical
(QM/MM) approach. Applying AM1 to the substrate and
the isoalloxazine part of FADHOOH and the CHARMM
force field to the remaining part of the cofactor as well as
for the whole protein including crystal water, they calculated
reaction profiles along a predefined reaction coordinate
describing the attack of the hydroperoxy-“OH+” on the meta
position of the substrate, optimizing at each point along the
reaction coordinate the atoms within a given distance of the
active region. The activation barriers thus obtained correlated
again well with the experimental turnover rates for fluoro-
substituted pOHB derivatives17 and with experimental rate
constants of the hydroxylation step3 for a series of modified
flavins and substrates,19 corroborating the SEAr mechanism
and the dianionic state of the substrate. These conclusions
were strengthened by analyzing in more detail18 the structural
and electronic changes and interactions with specific residues
along the reaction path. The overall effect of the surrounding
protein on the energetics of the reaction was found to be
relatively small and the dominant contributions to stem from
the QM part. The role of the enzyme in this case thus appears
to consist mainly in activating the substrate by deprotonation,
preparing the “OH+” donor FADHOOH, and keeping the
two reactants in a position favorable for reacting. The latest
contribution20 improved upon the computational level, em-
ploying HF/6-31G(d) instead of AM1 for the QM part in
the reaction-profile calculations. In addition, single-point
calculations were done on the isolated QM part in the gas
phase with B3LYP/6-311+G(d, p) and LMP2/6-31+G(d).
The results largely confirmed the conclusions obtained before
with regard to the mechanism and the role of the protein.

The barrier calculated for the hydroxylation of pOHB is
73 kJ mol-1 with AM1/CHARMM.17 HF/CHARMM pro-
vides a considerably higher value (about 125 kJ mol-1), while
the single-point calculations on HF/CHARMM geometries
yield 51 and 47 kJ mol-1 with B3LYP and LMP2, respec-
tively.20 They provide a value of about-230 kJ mol-1 for
the reaction energy. The comparison of different methods
against gas-phase calculations up to MP2/6-31++G(d, p)//
HF/6-31++G(d, p) on model reactions for the PHBH
hydroxylation showed that HF drastically overestimates the
barrier height, whereas B3LYP underestimates it; AM1 also
overestimates, by about the same amount as B3LYP is too
low.21 Structurally, AM1 is fairly accurate, except for the
length of the peroxide O-O bond, which is underesti-
mated.18,21 Together with the finding that AM1/CHARMM
reproduces also the H-bonding patterns obtained with HF/

Scheme 2. Hydroxylation Step
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CHARMM,20 AM1 can be considered sufficiently accurate
and reliable for the reaction under study, at significantly
lower computational cost than DFT or correlated ab initio
methods.

A slightly different methodological approach was taken
by Billeter et al.,21 who combined AM1 with the GROMOS
force field to optimize the geometry of reactant and product
states and the transition state for the entire enzymatic system.
In addition, they ran molecular dynamics (MD) simulations
at the same level of theory, performing thermodynamic
integration (TI) along the Cmeta-Od distance as the reaction
coordinate. They obtained 89 kJ mol-1 for the (static)
potential energy barrier and 49 kJ mol-1 for the free-energy
barrier. The corresponding reaction energies were-286 kJ
mol-1 and-211 kJ mol-1, respectively.

The purpose of the present contribution is 2-fold. First,
we have investigated the hydroxylation step in PHBH with
more extensive MD simulations and thermodynamic integra-
tion calculations. While retaining AM1/GROMOS, we have
enlarged the model by including a shell of water molecules
around the protein. To account better for changes in the
protein environment, we have performed a series of simula-
tions starting from several snapshots derived from a classical
MD run. We have also employed a more accurate reaction
coordinate. Second, we have used these calculations as a case
study for clarifying a number of methodological and
procedural issues that arise in the context of QM/MM MD
simulations. We have focused on well-defined criteria for
monitoring and establishing equilibration and stationary
averages as well as on a careful identification and quantifica-
tion of errors.

II. Methods
A. System Definition and Preparation.The setup of the
PHBH system was based on the one described in ref 21.
The system was prepared by means of fully classical MD
simulations using GROMOS96.22 The GROMOS8723 force
field parameters (set 37C4 with SPC water) were used,
augmented by aliphatic hydrogen atoms lacking van der
Waals and electrostatic interactions (which are absorbed into
the atom the H is bound to). This setup facilitates QM/MM
coupling as it allows one to define and change the QM region
without modifying the MM topology. The enzyme (394
amino acids), including 219 crystallographic water molecules,
FADHOOH, and dianionic pOHB (7004 atoms in total), was
placed in a cubic box (a ) 9 nm) of water molecules. The
whole system was subjected to a series of minimizations and
MD runs (periodic boundary conditions,NVT, 300 K) with
gradually decreasing harmonic positional restraints acting on
the nonwater atoms. Finally, the restraints were released
except for the cofactor and the substrate (102 atoms), which
were kept restrained withk ) 1.046× 104 kJ mol-1 nm-2.
With this setup, an MD run of 200 ps was performed, from
which snapshots were taken every 40 ps.

In each snapshot, a solvation shell was defined by the
water molecules located between 0.29 and 1.1 nm from any
protein atom. Water molecules further away were discarded;
those closer to, or inside, the protein were left free. The water
molecules in the shell were kept fixed, forming a rigid

enclosing wall around the protein, preventing the free water
from escaping into the vacuum and effectively providing a
kind of boundary potential to the system. Details about the
composition of the snapshots are summarized in Table 1.

Each snapshot was then used as starting structure for
locating stationary points (minima and transition state) of
the hydroxylation reaction at the AM1/GROMOS level by
means of a protocol involving a linear-scaling microiterative
optimization algorithm working in hybrid delocalized coor-
dinates24 as implemented in ChemShell.25 The QM region
included the substrate and the isoalloxazine part of FAD-
HOOH (49 atoms); full details on these calculations will be
reported elsewhere.26 The stationary points thus obtained
served as initial structures for the QM/MM MD simulations
described here.

B. QM/MM MD Setup. All calculations reported were
done at the AM127/GROMOS level within the modular
program package ChemShell,25,28 which provided the QM/
MM coupling engine and the MD driver. The energy and
gradient evaluations for the QM and MM part were
performed by the MNDO9929 and GROMOS9622 codes,
respectively, interfaced to ChemShell. The QM region
contained the dianionic substrate and the isoalloxazine part
of FADHOOH up to the first methylene unit of the ribityl
side chain (see Scheme 2) and was terminated by a H link
atom (49 QM atoms in total). The QM density was
electrostatically embedded into the field of the fixed MM
point charges by including them into the QM Hamiltonian.
The charge-shift scheme25 was applied at the QM/MM
boundary; no electrostatic QM/MM cutoff was employed.
The MM electrostatic interactions were evaluated in GRO-
MOS96 for all atom pairs within a distance of 1.4 nm and
approximated by a generalized Poisson-Boltzmann reaction
field30 beyond. The parameters for the reaction field were
ε1 ) 1.0 andε2 ) 54.0 (i.e., the permittivity of SPC water31)
for the relative permittivities of the inner region and the
continuum, respectively; the ionic strength was zero (i.e.,
inverse Debye screening lengthκ ) 0).

The MD simulations were performed underNVT (canoni-
cal) conditions atT ) 300 K. The temperature was controlled
by a Berendsen thermostat32 (coupling timeτc ) 0.1 ps)
during the heating phase. For equilibration and production,
a Nosé-Hoover chain (NHC) thermostat33-36 was imple-
mented into the ChemShell dynamics module, together with
a reversible noniterative leapfrog-type integrator37 (thermostat
chain length: 4; characteristic time of the thermostat coupling
to the physical systemτNHC ) 0.02 ps, corresponding to a
thermostat wavenumberν̃NHC ) 375 cm-1). All hydrogen

Table 1. Composition of the Snapshots

no. of atoms

snapshot
(ps) protein

FADHOOH
+ pOHB

free
water

fixed
water total

40 6245 102 2445 13 980 22 772
80 6245 102 2556 13 863 22 766

120 6245 102 2625 14 016 22 988
160 6245 102 2619 14 001 22 967
200 6245 102 2598 14 136 23 081
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atoms were assigned the mass of deuterium,mH ) 2.014 u;
the free water molecules were kept rigid using SHAKE
constraints.38,39 The time step was∆t ) 1 fs.

Each starting structure (optimized reactant and transition
states of snapshots 40, 80, 120, 160, and 200 ps and the
product state of snapshot 40 ps) was equilibrated as fol-
lows: Starting with random velocities corresponding to a
Boltzmann distribution at 300 K, the system was run for 10
ps with the Berendsen thermostat, followed by 25 ps of NHC
dynamics. For simulations starting from a transition state
(TS), the reaction coordinate was kept fixed at its value in
the TS using a SHAKE constraint for a difference of
distances. The equilibration process was assessed by moni-
toring (1) the temperatures of different subsystems (protein,
free water, FADHOOH+ pOHB) and (2) the value of the
(unconstrained) reaction coordinate (RC) for simulations of
a reactant or product state or the constraint force acting on
the RC for simulations of a TS, respectively. For the system
to be considered equilibrated, these quantities were required
to be stationary according to the criteria and the procedure
described below (section I.D). The average subsystem
temperatures were in addition required to coincide and be
equal to 300 K within the confidence interval. Typically, it
took around 25 ps for the temperatures to become equili-
brated. For most systems, 35 ps of total equilibration time
were sufficient for all criteria to be met. If not, the simulation
was extended until this was the case.

An important issue in QM/MM MD simulations (or, more
generally, in any type of Born-Oppenheimer MD) is the
balance between the time step, which controls the accuracy
of the integration of the equations of motion, and the SCF
convergence, which determines the accuracy of the QM
forces. Using FADHOOH (88 atoms,mH ) 2 u) as a test
system, we ran Born-OppenheimerNVE (microcanonical)
simulations with AM1 to evaluate the influence of the time
step and the SCF convergence criterion on the long-term
stability of the simulations as measured by the drift in the
total energy. As shown in Figure 1, either of the two
parameters can be the limiting factor. If the SCF convergence
is not strict enough, decreasing the time step does not
improve stability. On the other hand, tightening the conver-
gence criterion is only able to reduce the drift down to a
certain level, at which the time step becomes limiting. Since
the computation time is not significantly increased by a
stricter SCF convergence criterion, whereas depending
linearly on the time step, we chose as the optimum
combination a time step of 1 fs and an SCF convergence of

10-8 Eh. Furthermore, we modified ChemShell to avoid any
loss of accuracy in energy, gradient, and coordinate data
when they are exchanged between the different modules (QM
code, MM code, QM/MM coupling engine, MD driver),
which proved to be crucial for the stability of long simula-
tions.

C. Thermodynamic Integration. The free energy of
activation (and in one case also the reaction free energy)
was obtained from thermodynamic integration along the
difference-of-distances reaction coordinate RC) d(Cmeta-
Od) - d(Op-Od), which captures both the formation of the
bond between Cmeta of pOHB and the distal oxygen of the
hydroperoxy group and the cleavage of the peroxide bond,
thus providing an accurate description of the full reactive
process from reactants to products. Note that according to
this definition, the reaction runs from positive values of the
RC at the reactants to negative values at the products, that
is, from “right to left” on a RC scale.

The formalism of thermodynamic integration40 can be
summarized by the relations

whereA ) A(ê) is the Helmholtz free energy parametrized
by ê, V is the potential energy, andFc is the force of
constraint; 〈‚〉 designates averaging over the canonical
ensemble. Identifyingê with the reaction coordinate, the free-
energy difference∆Aafb between two statesa and b,
characterized byêa andêb, is evaluated as the potential of
the mean force of constraint,41-43 that is, the average force
acting on the constraint that keeps the reaction coordinate
at a certain value. In the last equality in eq 1, we made the
approximation that the metric-tensor correction41,44-47 is
negligible (see Appendix A.1 for explicit expressions of the
constraint force and the metric-tensor correction).

To evaluate the integral of the average constraint force
over the reaction coordinate, it is discretized. One performs
simulations at a series of fixed values ofê, calculates〈Fc〉
at each point, and numerically integrates the average
constraint force over the reaction coordinate.48

We used an integration step along the RC of 0.1 Å. At
each point, the system was sampled for at least 5 ps, until
the force of constraint was stationary according to the
procedure described in section I.D below. After 1 ps, the
system was stepped to the next point. The end point of the
integration on the reactant side was determined from the
average value of the RC in the reactant (typically 1.7 Å),
obtained from the converged equilibration run. Correspond-
ingly, the end point on the product side was at RC) -1.6
Å. For the cases where we were interested only in the forward
barrier, we integrated from the reactant up to RC) 0.0 Å,
the TS being typically at RC≈ 0.4 Å. For all snapshots, we
integrated forward (from the equilibrated reactant to the TS)
and backward (from the equilibrated TS to the reactant),
obtaining two independent values for the forward free energy
of activation,∆‡Afw. A typical force curve and its integral
are shown in Figure 2. For the 40-ps snapshot, we also
integrated further from the TS to the product, which yielded
the reaction free energy for the forward reaction,∆rAfw.

Figure 1. Drift of the total energy in AM1 Born-Oppenheimer
NVE simulations as a function of the SCF convergence
criterion and the time step.

∆Aafb ) ∫a

b
dê∂A

∂ê
) ∫a

b
dê〈∂V

∂ê〉ê
≈ ∫a

b
dê〈Fc〉ê (1)
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Details on the numerical integration and the error analysis
are provided in Appendix A.1.

D. Analysis of MD Data. When calculating the average
of any dynamical quantity from an MD simulation, e.g., for
monitoring the equilibration process or obtaining a “mea-
surement” such as the force of constraint, one needs a
procedure to calculate the average and its variance from the
MD data and criteria to assess if the average has become
stationary. The former issue is somewhat complicated by the
fact that MD data is inherently correlated, which means that
the usual statistical formulas, e.g., to calculate the variance
of the mean, are not applicable. Two main approaches to
deal with this problem are conceivable. One can either (1)
treat the correlations explicitly by extracting correlation
information from the data and accounting for them in the
calculation of the variance or (2) transform the data such as
to remove the correlations and apply the standard formulas
for statistically independent data. Both strategies have been
used in the literature and their relative merits discussed.49-54

The weakness of the first approach is that obtaining reliable
estimates for the correlation coefficients51 is not straight-
forward (see, e.g., the succinct treatment in ref 53) as
different estimators involving different approximations may
be chosen depending on the nature and the properties of the
correlations present in the data. We have therefore chosen a
decorrelation approach, which appears to be more robust.
In particular, we have adopted the procedure suggested by
Schiferl and Wallace,50 which we summarize here.

The main idea of this treatment is to remove correlations
by coarse-graining and then to subject the decorrelated data
to statistical tests checking for stationarity and lack of
correlation. The coarse-grained data set is generated simply
by collecting successive original data points{Xi, i ) 1, 2,
..., N} into n nonoverlapping segments or bins of widthm.
(N is adjusted to makem an integer divider by deleting
extraneous points from the beginning of the series.) We
denote the bin means and variances byxjk andsk

2 (k ) 1, 2,
..., n). The xjk now constitute the coarse-grained data set,
which is free of correlations, provided an appropriate choice
of m, as discussed below.

The procedure can be outlined as follows:
(1) Plot theXi and determine visually when the data series

is apparently constant (no obvious drift or change in

bandwidth). Discard the data before that point. Also deter-
mine the oscillation period, e.g., by counting the number of
maxima over a certain interval at the end of the series.

(2) Coarse-grain the data, using the oscillation period as
a trial value form.

(3) Apply statistical tests for (a) lack of trend in thexjk

(Mann-Kendall test for trend); (b) lack of trend in thesk
2

(Mann-Kendall test for trend); (c) normal distribution of
thexjk (Shapiro-Wilk W test for normality); and (d) lack of
correlation in thexjk (von Neumann test for serial correlation).
Details on these tests are provided in Appendix A.2.

(4) If either of the trend tests fails, drop more points from
the start of the series. If they both succeed, but the normality
and/or the correlation test fails, increasem.

(5) If so many points need to be eliminated orm increased
so much thatn falls below 24, extend the simulation to
generate more data. (This minimum value forn secures the
resolving power of the statistical tests.)

(6) If all tests pass, calculate mean, variance, and
confidence interval for the series:

t n-1
(R/2) is the quantile of Student’st distribution with n - 1

degrees of freedom at the chosen significance levelR . We
have worked withR ) 0.025 (i.e., a confidence level of 95%)
throughout.

This procedure affords a well-defined and well-justified
protocol to assess whether a given quantity has converged
to a stationary value and at the same time yields this average
value and a measure for its statistical error. The importance
of applying well-defined statistical criteria has recently been
highlighted also by Karplus and co-workers,55 who elaborated
on the idea of reverse cumulative averaging.56

Regarding the sampling times required to achieve station-
ary averages, we note that after the relatively long initial
equilibration phase (tens of picoseconds), the sampling time
at each value of the RC could be kept rather short (a few
picoseconds). We did not observe any systematic dependence
of the sampling time on the RC, the snapshot, or the starting
point. The complete data from the thermodynamic integration
simulations including the number of steps accepted in the
final average, bin width, and average constraint force are
provided as Supporting Information.

Results for PHBH and Discussion
A. Energetics. The free energies of activation for the
hydroxylation of pOHB in PHBH calculated for the different
snapshots (40, 80, 120, 160, and 200 ps) and starting points
(reactant R and transition state TS) are collected in Table 2.
The values lie within a range of 95 to 108 kJ mol-1 with an
average of 101 kJ mol-1, which is thus our best estimate for

Figure 2. Average constraint force and its integral (i.e., the
free-energy difference) along the RC. 40-ps snapshot, sam-
pling from reactant to TS.
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∆‡Afw. This value is significantly higher than the 49 kJ mol-1

obtained previously21 also with AM1/GROMOS. However,
those calculations differ from the ones reported here in
several aspects, such as the absence of a solvation shell, a
different reaction coordinate, and positional restraints on the
atoms outside a region of about 7 Å around the active site,
which precludes a direct comparison. With respect to
corresponding experimental data, there is the value for the
overall activation energy15 of 49 kJ mol-1 (derived from an
Arrhenius plot covering a temperature range of 21 K) that
could serve as a reference, provided that hydroxylation is
rate-limiting under the experimental conditions (pH 8.0).16,17

Accepting this assumption, one can also convert57 overall
rate constants obtained under the same conditions5,14 into a
free energy of activation, affording about 64 kJ mol-1. Our
calculations thus appear to overestimate the barrier.

This discrepancy is partly accounted for by the known
deficiency of AM1 to yield barriers that are too high. For
instance, AM1 overestimates the barrier for the hydroxylation
of pOHB by H2O2 by 45% compared to MP2.21 Another
factor that may contribute is the uncertainty about the
protonation state of the enzyme. There are five histidine
residues within 15 Å of the active site that were all taken as
neutral but can carry an additional proton depending on pH
and local pKa. A mutation study that replaced a negatively
charged glutamate some 10 Å away from pOHB by a neutral
glutamine (Glu49Gln9), thus enhancing the positive electro-
static field in the active site, found that this seemingly subtle
change leads to a 4-fold increase of the hydroxylation rate.
Protonating one or more of the histidines around the active
site is hence likely to decrease the barrier. However, we have
not investigated this possibility in the present work.

The barriers obtained for both starting points of the same
snapshot agree within 5 kJ mol-1 in all cases except the 80-
ps snapshot, where the difference is 8 kJ mol-1. This
variability as well as the spread between different snapshots
is a consequence of incomplete sampling. In the ideal case
of exhaustive sampling, we would expect to obtain the same
value irrespective of the history of the system. For real

sampling conditions, however, the system retains some
memory of the previous treatment (that is, the classical MD
simulations, the QM/MM optimizations, and the previous
TI steps) that is not averaged out fully. The observed
variability thus reflects differences in the environment that
affect the height of the free-energy barrier.

To investigate the influence of sampling time, we chose
the 80-ps snapshot, where the results from the two starting
points differed most. We sampled for an additional 40 ps at
each value of the RC, thus accumulating at least 45 ps per
integration point. We evaluated the free energy by including
successively more data into the analysis. The results of this
convergence study are shown in Table 3. While the value
for snapshot 80 ps (TS) remains essentially constant upon
extending the sampling time, the activation free energy
calculated from snapshot 80 ps (R) decreases by about 4 kJ
mol-1. This brings it close to the average of the other
snapshots, and the difference between the results from the
two starting points is reduced from 8 to 3 kJ mol-1. We
conclude that the observed variability in the results is indeed
due to incomplete sampling and can be reduced by increasing
the sampling time. Furthermore, the approach to use several
starting points provides a relatively cost-efficient way to
validate the results and identify “outliers”; bringing these to
convergence can, however, require considerable additional
effort.

From the full thermodynamic integration of snapshot 40
ps from the TS to both the reactant and the product state,
we obtained the free energy of reaction as∆rAfw ) -212 kJ
mol-1, which is in perfect in agreement with the result of
the previous AM1/GROMOS study.21 Combining the reac-
tion energy with the barrier for the forward reaction, we
obtain for the activation free energy of the backward reaction
∆‡Abw ) 313 kJ mol-1. The value of the RC at the product
was-1.51 Å.

B. Structural Features.With regard to structural features,
we focus on interactions of pOHB with active site residues
and their changes along the RC. There is quite a detailed
understanding from experimental studies of how the dianionic
substrate is accommodated in the active site (see Figure 3).
The phenolate oxygen is stabilized by a hydrogen bond to
Tyr 201, from which a H-bond chain extends via Tyr 385
and several water molecules to His 72.5 The carboxy group
forms a salt bridge with Arg 2146 and accepts hydrogen

Table 2. Free Energies of Activation, Values of the RC at
the End-Points of the Thermodynamic Integration, and
Values of the Components of the RC at the TS for the
Hydroxylation of pOHB in PHBH

RC (Å) 〈d〉TS
a (Å)

snapshot
(ps) (startb)

∆‡Afw

(kJ mol-1)c R TS Op-Od Cm-Od

40 (R) 101 ( 2 1.56 0.42 1.66 2.06
40 (TS) 101 ( 2 1.55 0.41 1.63 2.05
80 (R) 108 ( 2 1.62 0.42 1.66 2.03
80 (TS) 100 ( 2 1.53 0.42 1.64 2.04
120 (R) 106 ( 2 1.48 0.42 1.65 2.05
120 (TS) 105 ( 2 1.54 0.41 1.64 2.04
160 (R) 98 ( 2 1.77 0.44 1.65 2.05
160 (TS) 95 ( 2 1.65 0.45 1.68 2.08
200 (R) 102 ( 2 1.51 0.42 1.65 2.05
200 (TS) 97 ( 2 1.45 0.42 1.65 2.05
a Average distance at RC ) 0.42 Å for 40 ps (TS), at RC ) 0.4 Å

otherwise. The error according to eq 4 is 0.01 Å, except for 〈d(Cm-
Od)〉TS in 80 ps (R), where it is 0.05 Å. b R: Integration from reactant
to TS; TS: integration from TS to reactant. c Activation free energy
of the forward reaction; error calculated according to eq 14.

Table 3. Convergence Behavior of the Activation Free
Energy with Increasing Sampling Time for the 80-ps
Snapshot

∆‡Afw (kJ mol-1)

sampling lengtha Rb TSb

first 5 ps 108.0 ( 1.9 99.8 ( 2.1
first 10 ps 105.6 ( 1.6 100.8 ( 1.5
first 20 ps 105.6 ( 1.0 101.5 ( 1.1
first 30 ps 104.6 ( 1.0 102.2 ( 1.1
first 40 ps 103.8 ( 0.9 101.1 ( 1.1
all data 103.6 ( 0.8 100.6 ( 0.7

a Amount of raw data considered. Following the analysis procedure,
a variable number of steps is discarded from the beginning of the
series at each integration point. b R: Integration from reactant to TS;
TS: integration from TS to reactant.
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bonds from Ser 2128 and Tyr 222.7 In addition, we find
hydrogen bonds from the backbone amide NH of Gly 295

and Ala 296 to the pOHB phenolate. Special attention has
been given to the role of Pro 293. Previous calculations18,20

found that the FADHOOH hydroperoxy group forms a
hydrogen bond to the backbone amide carbonyl oxygen of
Pro 293 as the reaction proceeds toward the transition state.
This stabilization was identified as the only significant
specific interaction of the protein with the transition state.20

Moreover, as the peroxide O-O bond breaks, the negative
charge developing on the proximal oxygen is stabilized by
a hydrogen bond from a nearby water molecule.18

We have followed the hydrogen bonding pattern in the
active site along the reaction coordinate. Figure 4 shows, as
a representative example, pertinent distances for snapshot
40 ps (R). The features we discuss here, however, apply to
all 10 simulations, if not mentioned otherwise. pOHB is kept
in place by several permanent interactions that remain stable
over the course of the reaction. The carboxylate is stabilized
through hydrogen bonds from the hydroxy groups of Tyr
222 and Ser 212 as well as by the salt bridge to the
guanidinium moiety of Arg 214 (Figure 4e). The phenolate
oxygen accepts stable hydrogen bonds from the hydroxy
group of Tyr 201 and the amide NH of Gly 295 (Figure 4c).
The hydrogen bond from the relatively acidic phenol-OH is
somewhat shorter than the one from the amide NH. Until
before the transition state, there is also a hydrogen bond from

Figure 3. Active site of PHBH with FADHOOH, bound pOHB
(both cyan), and selected residues (green). QM region in ball-
and-sticks representation, MM part as sticks. Unless neces-
sary, only the side chains of amino acids are shown.

Figure 4. Selected distances along the RC for snapshot 40 ps (R). The reaction proceeds from right to left; the TS is at 0.4 Å.
Each vertical panel shows the last 4 ps of sampling at the given value of the RC.
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the amide NH of Ala 296 to the pOHB phenolate. This
interaction is lost around the TS, when the phenolate is
transformed into a carbonyl moiety, which is less basic and
hence a weaker hydrogen-bond acceptor. Likewise, the
remaining two hydrogen bonds from Tyr 201 and Gly 295
lengthen by about 0.2 Å as the system proceeds from
reactants to the TS.

On the other hand, the oxido oxygen of FADHO resulting
from breaking the O-O bond in FADHOOH is a much better
hydrogen-bond acceptor than the hydroperoxy group. This
is reflected in the development of a strong hydrogen bond
from a water molecule (Figure 4b). Initially, this water
molecule is only weakly associated with the proximal
hydroperoxy oxygen. The average distance is around 2.3 Å,
with large fluctuations, and it occasionally rotates (and binds
through the other hydrogen atom, e.g., at RC) 1.1 Å) or
drifts away (RC) 1.5 Å). Toward the TS, the interaction
becomes more stable, the distance fluctuations subside, and
a strong, stable hydrogen bond is established from the TS
onward.

The proposed capability of Pro 293 of “shepherding” the
transferring OH moiety by a hydrogen bond to its amide
oxygen is of particular interest. As seen in Figure 4a, the
frequency of hydrogen bonding events from the transferred
OH to the Pro 293 amide oxygen increases as the reaction
proceeds toward the TS. However, only at the TS (RC)
0.4 Å) a stable hydrogen bond is established for the first
time. It is broken and reformed several times after the TS,
before becoming permanent toward RC) 0.0 Å. From the
complete thermodynamic integration carried out for snapshot
40 ps (TS) (see Figure 5a), we find the reverse pattern as
the system moves away from the TS toward the products,
the hydrogen bond between OH and Pro 293 breaking more
and more frequently and finally staying broken. Unlike the
other hydrogen bonds discussed above, the OH-Pro 293
interaction varies widely among different snapshots. In some
cases, a stable interaction exists at the TS; in other cases,
the bond is only established later along the RC or not at all.

Another factor of interest in this context is the hydrogen
bond from the Ala 296 amide NH to the amide oxygen of
Pro 293 as it competes for Pro 293 against the transferred
OH group. This interaction is complementary to the bond

from Ala 296 to the pOHB phenolate oxygen, that is, one
of the bonds is present at any given time (see Figure 4c). In
most simulations, the Ala 296-pOHB interaction is almost
stable until the TS, with a few switching events to Ala 296-
Pro 293, and is permanently replaced by Ala 296-Pro 293
somewhere after the TS. However, the exact location of the
switch from Ala 296-pOHB to Ala 296-Pro293 varies for
different snapshots or does not happen at all.

To obtain a more quantitative measure for the presence
or absence of these two hydrogen bonds, we determined for
each point along the RC a bonding index (or bonding
probability), that is, the fraction of the time the bond is
present over the last 4 ps. The criterion for a bond is a
distance of 2.5 Å or less. We find the following general
trends for the bond indices along the RC: (i) The OH-Pro
293 bond index is around 0.1 from the reactants up until
RC ) 1.0 Å, when it starts rising. (ii) At the TS (RC) 0.4
Å), the OH-Pro 293 bond index scatters widely, between
0.44 and 0.93; at RC) 0.0 Å, the bond index is greater
than 0.8 for most snapshots. (iii) The Ala 296-Pro 293 bond
index remains around 0.1 up until the TS, where it increases
sharply to 0.9 or larger at RC) 0.0 Å in all cases but one.

To elucidate specifically the effect on the transition state
and the barrier, we averaged the bond indices over the TS
and the two adjacent points (i.e., over RC) 0.5, 0.4, and
0.3 Å). The results of this analysis are shown in Table 4.
The average bond index for OH-Pro 293 shows some
correlation with the activation free energy, e.g., snapshots
160 ps (TS) and 200 ps (TS) have a low barrier and a high
bond index, which would be expected from the argument
that this hydrogen bond stabilizes the TS. However, it fails
in other cases, where the bond index is low, but the barrier
is not, e.g., 160 ps (R) or 80 ps (TS). The corresponding
inverse correlation of the barrier height with the Ala 296-
Pro 293 bond index is similarly inconclusive. The most
consistent trend is found for the difference between the two
bond indices, but there are exceptions here as well. For
instance, 40 ps (TS) should have a particularly low activation
free energy and 80 ps (TS) a high one, which is not the case.
A remarkable detail in Table 4 is the observation that only
in the two 80-ps snapshots both hydrogen bonds are equally

Figure 5. Selected distances along the RC for snapshot 40 ps (TS). The complete reaction from reactants (on the right) to
products (on the left) is covered; the TS is at 0.4 Å. Each vertical panel shows the last 4 ps of sampling at the given value of
the RC.
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probable around the TS, while the bond to the transferred
OH is otherwise clearly more abundant.

In conclusion, we can identify two distinct groups of
hydrogen bonds in the active site. There is a set of permanent
hydrogen bonds that stabilize the substrate and keep it in
place. Another set of hydrogen bonds rearranges as the
reaction proceeds, adapting to the changing charge distribu-
tion in the active site. In particular, we find a rearrangement
of the hydrogen bonding network around the amide oxygen
of Pro 293 in the TS region that is very likely to stabilize
specifically the transferred OH group and thus the transition
state. However, it has not been possible to single out this
interaction as the determining factor controlling the barrier
height.

Finally, we consider the course of the two components of
the reaction coordinate, the hydroperoxy Op-Od and pOHB
Cm-Od distances (Figure 4d). Until RC) 1.0 Å, the O-O
bond is almost unaffected, the RC acting to bring the
substrate closer to the cofactor. The O-O bond then starts
lengthening, slowly until RC) 0.7 Å, more rapidly between
RC ) 0.7 and 0.3 Å. During this latter period, the Cm-Od

distance remains almost constant. This is the phase where
the O-O bond is broken. From the full simulation on
snapshot 40 ps (TS) (Figure 5b) we find that from RC)
0.2 to-0.6 Å, the C-O distance smoothly shortens, that is,
the C-O bond is forming, while the O-O distance increases,
that is, 3,4-DOHB drifts away from the cofactor. Only at
about RC) -0.7 Å, the C-O bond is fully formed and
remains constant. From RC) 0.3 Å onward, we can also
observe the change in hybridization of the attacked Cm atom
from sp2 to sp3, as reflected in the dihedral angle Co-Cm-
Cp-Hm.

IV. Conclusions
We have investigated the OH transfer step of the hydroxy-
lation reaction ofp-hydroxybenzoate in the enzymep-
hydroxybenzoate hydroxylase (PHBH). Using thermo-
dynamic integration with AM1/GROMOS QM/MM molec-
ular dynamics simulations, we have calculated the activation
free energy of the reaction. We have used 10 different starting

structures, obtained from classical MD simulations and QM/
MM optimizations of stationary points. Our model included
a shell of solvating water molecules around the protein, and
the full system except the outer water shell was left
unconstrained. From these calculations, we have obtained a
free-energy barrier of∆‡Afw ) 101 kJ mol-1 as our best
estimate. As AM1 is known to overestimate reaction barriers,
this value is likely to be too high. For the reaction free
energy, we have obtained∆rAfw ) -212 kJ mol-1. The
simulations have also provided detailed insight into the
changes in the hydrogen bonding network in the active site
and the cleaving and forming of the covalent bonds along
the course of the reaction. With respect to a stabilization of
the transition state by hydrogen bonds, we have confirmed
that Pro 293 interacts with the transferring OH in the
transition state region. However, it has not been possible to
pinpoint this interaction, or any other, as the controlling factor
for the barrier height.

Moreover, we have described a procedure involving
coarse-graining of the data and statistical tests to ensure that
converged averages are obtained from MD simulations. The
procedure also yields a measure for the statistical error and
hence allowed us to assess the magnitude of different sources
of error. For the simulation conditions used, the error in the
final free-energy difference is dominated by the error due
to incomplete sampling, as seen by the differences in the
results for different starting points. The pure statistical error,
on the other hand, is mainly caused by the variance of the
average constraint force, whereas the error from the numer-
ical integration procedure is negligible.

QM/MM calculations treating the QM region at a higher
level of theory are currently underway in our laboratory,
which will provide a better assessment of the performance
of AM1.

Acknowledgment. We thank Dr. S. Billeter, IBM
Zürich Research Laboratory, Ru¨schlikon, Switzerland, for
helpful discussions and the implementation of the difference-
of-distances constraint in ChemShell.

Appendix
A.1. Calculation of the Free Energy and Error Analysis.
The difference-of-distances constraint involving the three
atomsA, B, andC has the holonomic form

where|RIJ| ) |RJ - RI| andê is the value of the constraint.
The iterative calculation of the constraint force with the
SHAKE algorithm38,58 requires the derivatives with respect
to the atomic positions involved

whereR̂ designates unit vectors. The constraint forceFc is
identified with the converged Lagrangean multiplierγ that
guarantees that the constraint is exactly satisfied in the next

Table 4. Bond Indices for the Hydrogen Bonds to the Pro
293 Amide Oxygen from the FADHOOH OH and the Ala
296 Amide NH, Averaged over the TS Region

average bond indexa
snapshot

(ps) (startb) OdH-Pro293 Ala296-Pro293 difference

40 (R) 0.68 0.38 0.30
40 (TS) 0.72 0.20 0.52
80 (R) 0.49 0.55 -0.06
80 (TS) 0.48 0.54 -0.06
120 (R) 0.56 0.32 0.24
120 (TS) 0.68 0.42 0.25
160 (R) 0.51 0.12 0.38
160 (TS) 0.75 0.38 0.37
200 (R) 0.66 0.41 0.25
200 (TS) 0.78 0.49 0.29
a The bond index was determined for each point of the RC as

described in the text. Tabulated are the values averaged over RC )
0.3, 0.4, 0.5 Å. b R: Integration from reactant to TS; TS: integration
from TS to reactant.

σ(RA, RB, RC) ) |RBA| - |RCB| - ê ) 0 (5)

∇Aσ ) R̂BA

∇Bσ ) -(R̂BA + R̂CB)

∇Cσ ) R̂CB (6)
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time step. Generalizing toL constraints, the positions are
propagated as

whereRh I(+) is the new position propagatedwithout con-
straints,MI is the mass of atomI, and∆ is the time step.

The complete expression for the free-energy difference
including the metric-tensor correction reads47

where|Z| is the determinant of the matrix

(also referred to as the Fixman determinant59), where the sum
runs over all atoms involved in any constraint. For the case
of only one constraint,|Z| simplifies to

Evaluating explicitly for the difference-of-distances con-
straint, eq 5, yields

Apart from constant mass terms that will cancel out in eq 8,
the correction thus depends only on the angle between the
two bonds involved in the constraint or, rather, on the change
in this angle between the end points of the integration. In
the present application, the angle∠(ROO, RCO) varies
between about 140° and 170° for reactant and TS, respec-
tively, which amounts to a correction of the order of-1 kJ
mol-1.

Provided the average constraint force at a series of points
êi along the RC,〈Fc〉i, polynomials of third degree were used
to interpolate between successive points with Mathematica.60

The resulting analytical representation was used to determine
the value of the RC at the stationary points (where〈Fc〉 )
0) and to obtain the free-energy difference between these
points by integration.

To quantify the error in the free energy, we consider two
contributions: (1) The error of the numerical integration
procedure and (2) the error due to the uncertainty in the〈Fc〉i.
To assess the magnitude of these two error sources, we
perform the analysis for integration according to Simpson’s
rule61

where fi ) f(xi) are the values of the functionf(x) at the
(equispaced) grid pointsxi, h is the grid spacing, andN is
the total number of points;N must be odd. Simpson’s rule

approximates the function by second-degree polynomials
defined by three successive points. The error of Simpson’s
rule is given by

where |f(4)(x*) | is an upper limit for the absolute value of
the fourth derivative off(x) on [a, b]. For values as they
have typically occurred in the present application (integration
interval 2.28a0, h ) 0.19 a0, |f(4)(x*) | ≈ 3.5 Eha0

-5), we
estimate |eI| e 0.15 kJ mol-1. (|f(4)(x*) | was obtained
numerically from typical force curves using Mathematica.)

To calculate the error contribution of the uncertainty in
the fi, given by their variancessi

2, to the value of the
integral, we apply Gaussian error propagation to Simpson’s
rule, obtaining

With h ) 0.19a0, N ) 13, and assuming a constant, typical
value ofsi ) 10-3 Eha0

-1 for the uncertainty of the constraint
force, we estimatesI ) 1.8 kJ mol-1.

We therefore conclude from this analysis that the error of
the integral, that is, of the free-energy difference, is
dominated by the error due to the uncertainty in the constraint
force for the simulation conditions and parameters used in
the present work. Accordingly, the reported error bars for
∆A have been calculated from eq 14.

A.2. Statistical Tests for Establishing Converged Aver-
ages.The first test to be applied to the coarse-grained data
is the Mann-Kendall test for trend62,63 because it is a
nonparametric (i.e., distribution-free) test, unlike alternative
trend tests which assume a normal distribution, and because
the absence of a trend is a prerequisite for the following tests.
The Mann-Kendall test was implemented as in ref 50.

The Shapiro-Wilk W statistic64 is a very powerful and
universal measure for departure from normality, testing only
for shape, but not for a specific mean and variance of the
normal distribution. We have used a modern implementation
of the Shapiro-Wilk test65-67 that is valid also for larger
sample sizes. Code for the algorithm65 and the required
auxiliary routines68-70 was obtained from StatLib.71

To check for correlation in the trend-free, normal data,
we have used the von Neumann test for serial correlation72

as described in ref 50.

Supporting Information Available: Full data from
the thermodynamic integration simulations for each sampling
run, including number of steps sampled, information on the
averaging procedure, and average force of constraint. This
information is available free of charge via the Internet at
http://pubs.acs.org/.
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Abstract: The density functional theoretical predictions of vibrational absorption (VA) and
vibrational circular dichroism (VCD) spectra for monomeric chiral R-aryloxypropanoic acids are
found to be in serious disagreement with corresponding experimental spectra. This disagreement
made it difficult to establish the predominant conformations and absolute configuration of chiral
R-aryloxypropanoic acids. Since carboxylic acids tend to form dimers through intermolecular
hydrogen bonding in solution, such hydrogen bonding should be either eliminated in the
experimental measurements or modeled properly in the theoretical calculations for achieving
agreement between theoretical predictions and experimental observations. Esterification
eliminates hydrogen bonding in solution, but this approach does not provide information about
the conformations of the acids. As a consequence, the option to properly model the dimers of
R-aryloxypropanoic acids and to evaluate the dimer conformations in reproducing the experi-
mental spectra becomes important. Here we report a method for obtaining the dimer
conformations of R-aryloxypropanoic acids using density functional theory and evaluate their
reliability by comparing the predicted and experimental VA and VCD spectra. The population
weighted predicted VA and VCD spectra of dimers matched well with the corresponding
experimental spectra in solution, thereby indicating the predominant dimer conformers and
absolute configuration of R-aryloxypropanoic acids.

Introduction
R-Aryloxypropanoic acids are an important class of chiral
chemicals used as herbicides. These herbicides include 2-(4-
chloro-2-methylphenoxy)propanoic acid and 2-(2,4-dichlo-
rophenoxy)propanoic acid, which are marketed under brand
names Mecoprop and Dichloroprop, respectively. Each of
these two compounds can exist in two enantiomeric forms.
Only their (+)-enantiomers are herbicidally active, while the
(-)-enantiomers are devoid of herbicidal activity but are
powerful antiauxins.1-3 These compounds may undergo
racemization by inversion of the absolute configuration at
the asymmetrically substituted C-atom.4 It was also found
that microbial degradation of racemic herbicides preferen-
tially eliminates one enantiomer over the other.5 To under-
stand such biological interactions at the molecular level it is

necessary to know the absolute configuration and predomi-
nant conformations of chiral herbicides.

Two other R-aryloxypropanoic acids of importance are
2-(2-chlorophenoxy)propanoic acid and 2-(3-chlorophenoxy)-
propanoic acid, which are closely related to Mecoprop and
Dichloroprop. To eliminate the influence of hydrogen
bonding effects in solution, methyl esters of propanoic acids,
namely methyl 2-(4-chloro-2-methylphenoxy)propanoate,
methyl 2-(2,4-dichlorophenoxy)propanoate, methyl 2-(2-
chlorophenoxy)propanoate, and methyl 2-(3-chlorphenoxy)-
propanoate, have been synthesized6,7 and subjected to ex-
perimental and theoretical investigations. From these inves-
tigations the absolute configurations of esters, and those of
parent acids there from, have been determined. Although
these prior studies helped in determining the absolute
configurations and provided insight into the conformations
of esters, they did not provide any information on the
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predominant conformations of parent acids. The objective
of this manuscript is to determine the predominant confor-
mations ofR-aryloxypropanoic acids.

Hydrogen bonding plays a very important role in the
structures of molecules ranging from water8 to biological
molecules such as DNA9 and proteins.10 This is also the case
for small carboxylic acids such as formic acid, acetic acid,
and propanoic acid. The experimental and theoretical studies
show that these carboxylic acids tend to form dimers through
intermolecular hydrogen bonding.11 There are also several
efforts in understanding hydrogen bonding using different
theoretical methods, including ab initio and density functional
theory (DFT).12

Vibrational circular dichroism (VCD) is an important
chiroptical technique for studying the absolute configuration
and conformations of chiral molecules.13-16 The combination
of experimental VCD spectra and corresponding density
functional theory predictions provides a powerful method
for determining the absolute configuration and predominant
conformations of chiral molecules.16 But, most theoretical
VCD spectral calculations to date have dealt with monomer
molecules. The calculations for dimer molecules with flexible
structure are less common because such studies will require
much more computational effort. A few attempts have been
made to investigate dimers, where monomers have only a
limited number of possible starting conformation.17 For
monomers with several possible starting conformations, we
are not aware of any attempts trying to address intermolecular
hydrogen bonded dimers. In the present study, we address
this problem and suggest an approach to deal with monomers
possessing several possible starting conformations.

In this manuscript we report investigations for fourR-aryl-
oxypropanoic acids, which are 2-(2-chlorophenoxy)propanoic
acid 1, 2-(3-chlorophenoxy)propanoic acid2, 2-(4-chloro-
2-methylphenoxy)propanoic acid3, and 2-(2,4-dichlorophe-
noxy)propanoic acid4. We have optimized the dimer confor-
mations of these propanoic acids and calculated their VA
and VCD spectra. The good agreement obtained between
the population weighted predicted spectra for dimer confor-
mations and the experimental spectra in solution further vali-
dates the predominant conformations of four acids investi-
gated.

Although the biological or agricultural relevance of
compounds1-4 relates to their use in aqueous environments,
infrared absorption or VCD spectroscopy is not a convenient
technique for studying aqueous solutions due to strong
absorption of infrared radiation by water. Furthermore, in
aqueous environments intermolecular hydrogen bonding
between solute and solvent molecules becomes as important
as intermolecular hydrogen bonding between solute mol-
ecules. These competing hydrogen-bonding effects make it
difficult to obtain reliable theoretical predictions. For this
reason, the present experimental investigations are carried
out in CDCl3 solvent, which is not expected to interfere with
intermolecular hydrogen bonding between solute molecules.
As a result, it is sufficient to carry out the theoretical
predictions in a vacuum without explicit inclusion of solvent
influence.

Experimental Methods
Racemic1 and 2 were obtained from TCI America and
Aldrich Chemical Co., respectively. The enantiomers of1
and2 were separated7 in-house at 25°C on a 4.6× 250 mm
chiral column (Chiralpak AD-H column from Daicel Chemi-
cal Industries, Ltd.) using a mobile phase of 3% 2-propanol
in hexane, with 0.03% trifluoroacetic acid, run at 1 mL/min
with UV detection at 254 nm. The experimental specific
rotations of the first elutants of1 and 2, respectively, are
[R]D

20 ) -26.6 (c)1.23, CH3COCH3) and [R]D
20 ) -49.7

(c)0.58, CH3COCH3). The experimental specific rotations
of the second elutants of1 and2, respectively, are [R]D

20 )
+28.5 (c)0.97, CH3COCH3) and [R]D

20 ) +53.5 (c)0.79,
CH3COCH3). Analytical grade samples of (+)-enantiomers
of 3 ([R]D

20 ) +16.3 (c)2.31, CHCl3)) and4 ([R]D
20) +19.0

(c)2.29, CHCl3)) were obtained6 as a gift from A. H. Marks
Co. (U.K.).

The infrared and VCD spectra were recorded on a
commercial Fourier transform VCD spectrometer, Chiralir
(Bomem-BioTools, Canada). A second PEM was added to
improve the signal/noise ratio and reduce the artifacts.18 The
VCD spectra were recorded with 3-h data collection time at
4 cm-1 resolution. Spectra were measured in CDCl3 solvent.
The concentrations are 0.150 M for1 (path length 180µm);
0.150 M for 2 (path length 180µm); 0.158 M for3 (path
length 120µm); and 0.155 M for4 (path length 70µm).
The sample was held in a variable path length cell with BaF2

windows. In both the absorption and VCD spectra presented,
the corresponding solvent spectra obtained under identical
conditions were subtracted out.

Theoretical Calculations
The geometry optimization, vibrational frequencies, absorp-
tion intensities, and VCD intensities were calculated by
Gaussian 03 program.19 The calculations used the density
functional theory with B3LYP functional and 6-31G* basis
set. The procedure for calculating the VCD intensities using
DFT theory is as implemented in Gaussian 03 program.19

The theoretical absorption and VCD spectra were simulated
with Lorentzian band shapes and 5 cm-1 bandwidths.
Because the predicted band positions are higher than the
experimental band positions, the calculated B3LYP/6-31G*
frequencies were scaled with 0.9613, as recommended by
Wong.20 The use of larger basis sets can overcome the need
for arbitrary scaling of frequencies, but such larger basis sets
also would require more computational resources than are
available to us. One approach to lower the time demands
involved in geometry optimization calculations is to do the
conformational search using Monte Carlo methods using
empirical force fields. However, for consistency all calcula-
tions here were carried out at B3LYP/6-31G* level of theory.

Results and Discussion
The results will be divided into two sections, one on
monomer conformations and the other on dimer conforma-
tions. The results on monomeric acid conformations have
been reported6,7 before, but first we briefly summarize those
results for clarity and completeness.

Monomer Conformations. The conformational flexibility
in these acids arises from the rotation around four single
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bonds: C1O7, O7C8, C8C9, and C9O10 (see Chart 1). The initial
dihedral angles D1, D2, D3, and D4, respectively, represent-
ing the segments (see Chart 1) C2C1O7C8, C1O7C8C9,
O7C8C9O10, and C8C9O10H11 are varied in 120° increments.
This resulted in 34 ) 81 possible conformations for each of
the four acids. All these conformations have been subjected
to geometry optimizations.(A) (R)-2-(2-Chlorophenoxy)-
propanoic acid, (R)-1: For this acid, four lowest energy
stable conformers, labeled Con1, Con2, Con3, and Con4,
with fractional populations of 0.28, 0.27, 0.24, and 0.21 are
found. The four dihedral angles, D1, D2, D3, and D4, for
these conformers are as follows: 177, 71, 35, and 178 for
Con1;-164, 146,-4, and 1 for Con2; 177, 73,-159, and
-176 for Con3; 81, 80,-169, and-178 for Con4. The
population weighted predicted vibrational absorption and
VCD spectra are compared to the experimental spectra in
Figure 1. From this figure it is evident that the predicted
spectra of monomeric (R)-1 do not compare well7 with the

experimental spectra.(B) (R)-2-(3-Chlorophenoxy)propanoic
acid, (R)-2: The four lowest energy conformers, labeled
Con1, Con2, Con3, and Con4, with fractional populations
of 0.25, 0.25, 0.23, and 0.20 are identified. The four dihedral
angles, D1, D2, D3, and D4, for these conformers are as
follows: 177, 71, 36, and 179 for Con1; 0.4, 72,-158, and
-177 for Con2; 178, 73,-158, and-177 for Con3; and
-2, 70, 33, and 179 for Con4. The population weighted
predicted vibrational absorption and VCD spectra are
compared to the experimental spectra in Figure 2. From this
figure it is evident that the predicted spectra of monomeric
(R)-2 do not compare well with the experimental spectra for
this acid either. (C) (R)-2-(4-Chloro-2-methylphenoxy)-
propanoic acid, (R)-3: Two lowest energy conformers,
labeled Con1 and Con2 with fractional populations of 0.46
and 0.43, are identified. The four dihedral angles, D1, D2,
D3, and D4 for these conformers are as follows: 178, 70,
35, and 179 for Con1 and 180, 72,-156, and-177 for
Con2. The population weighted predicted vibrational absorp-
tion and VCD spectra are compared to the experimental
spectra in Figure 3. From this figure it is evident that the
predicted spectra for monomeric (R)-3 do not compare well
with the experimental spectra.(D) (R)-2-(2,4-Dichlorophe-
noxy)propanoic acid, (R)-4: Three lowest energy conform-
ers, labeled Con1, Con2 and Con3 with fractional populations
of 0.31, 0.28, and 0.26, are identified. The four dihedral
angles, D1, D2, D3, and D4, for these conformers are as
follows: 177, 70, 36, and 178 for Con1; 178, 72,-160,

Figure 1. Comparison between experimental and B3LYP/
6-31G* predicted vibrational absorption (bottom panel) and
VCD (top panel) spectra of 2-(2-chlorophenoxy)propanoic
acid. The predicted frequencies are scaled by 0.9613. The
experimental measurements were made for (+)-enantiomer
and calculations were done for (R)-configuration. The trace
labeled “noise” represents the reproducibility level in the
experimental VCD spectrum.

Chart 1. Structure and Atomic Numbering of
R-Aryloxypropanoic Acids

Figure 2. Comparison between experimental and B3LYP/
6-31G* predicted vibrational absorption (bottom panel) and
VCD (top panel) spectra of 2-(3-chlorophenoxy)propanoic
acid. The predicted frequencies are scaled by 0.9613. The
experimental measurements were made for (+)-enantiomer
and calculations were done for (R)-configuration. The trace
labeled “noise” represents the reproducibility level in the
experimental VCD spectrum.
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and-177 for Con2; and 82, 80,-171, and-179 for Con3.
The population weighted predicted vibrational absorption and
VCD spectra are compared to the experimental spectra in
Figure 4. From this figure it is evident that the predicted
spectra for monomeric (R)-4 do not compare well with the
experimental spectra.

In summary the calculations for monomeric propanoic
acids failed to provide a reasonable agreement6,7 between
the predicted and experimental VA and VCD spectra.
However, after methyl esterification of the acids, the
experimental VA and VCD spectra obtained for esters were
correctly reproduced6,7 by the B3LYP/6-31G* predictions of
these spectra for the esters. This observation indicated that
the mismatch between experimental and predicted spec-
tra for acids is not due to the theoretical level used for the
calculations but is likely to be associated with intermolec-
ular hydrogen bonding prevalent for carboxylic acids in
solution. The presence of intermolecular hydrogen bonding
in solution for the four acids considered is further con-
firmed6,7 by the concentration dependent absorption spectra.
Although methyl esterification6,7 removed the hydrogen
bonding influence in the experimental spectra and provided
a good match between experimental and predicted spectra
for esters, this approach does not answer the question about
the predominant conformations of acids in solution, which
is critical to explain the biological activity of acids. Thus
we found it necessary to pursue calculations on dimer
conformations of acids.

Dimer Conformations. It is known that carboxylic acids
tend to form dimers via intermolecular hydrogen bonding
between two monomer units, as shown in Chart 2. The
problem in constructing dimer conformations for the four
acids under consideration is that these acids have too many
possible starting conformations for monomers, making the
calculations for dimers a tedious task. To construct a dimer
conformation, the dihedral angle, D4, of C8C9O10H11 (see
Chart 1) can be fixed at∼180 degree, but there are three
other dihedral angles, D1, D2, and D3, which can be varied.
If we take 60, 180, and-60 as possible starting angles for
each of these three dihedral angles, then one has to consider
27 starting structures for each monomer unit in the dimer.
Combining the two monomer units, the dimer formed will
then have a total of (27+1)*27/2 ) 378 possible starting
conformations for each of the four acids considered.

However, upon looking at the predicted lowest energy
conformers of monomeric acids and their methyl esters,6,7

we found that the dihedral angles D1, D2, and D3 of lowest
energy conformers of monomeric acids and their esters are
similar. Based on this observation, we developed the fol-
lowing working hypothesis for constructing dimer conforma-
tions. Since the dihedral angles D1, D2, and D3 are not
influenced significantly by esterification, they probably

Figure 3. Comparison between experimental and B3LYP/
6-31G* predicted vibrational absorption (bottom panel) and
VCD (top panel) spectra of 2-(4-chloro-2-methylphenoxy)-
propanoic acid. The predicted frequencies are scaled by
0.9613. The experimental measurements were made for
(+)-enantiomer and calculations were done for (R)-configu-
ration. The trace labeled “noise” represents the reproducibility
level in the experimental VCD spectrum.

Figure 4. Comparison between experimental and B3LYP/
6-31G* predicted vibrational absorption (bottom panel) and
VCD (top panel) spectra of 2-(2,4-dichlorophenoxy)propanoic
acid. The predicted frequencies are scaled by 0.9613. The
experimental measurements were made for (+)-enantiomer
and calculations were done for (R)-configuration. The trace
labeled “noise” represents the reproducibility level in the
experimental VCD spectrum.

Chart 2. Carboxylic Acid Dimer
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would not be influenced by hydrogen bonding as well. Then
the lowest energy conformers of monomeric acids can be
used to represent the monomer units in a dimer. This
hypothesis, along with the requirement that the C8C9O10H11

dihedral angle, D4, should be∼180° for intermolecular
hydrogen bonding, will greatly reduce the number of possible
starting dimer conformations. With these guidelines, we have
investigated the possible dimer conformations using the
lowest energy monomeric acid (or their ester) conformations
as the starting point. The notation used for dimers is as
follows: if a dimer is formed from combining conformer 1
(labeled Con1) of one monomer unit and conformer 3 (Con3)
of a second monomer unit, then the dimer is labeled as Con1-
Con3. The reliability of final dimer conformations is then
evaluated by comparing the predicted VA and VCD spectra
for these conformers with the corresponding experimental
spectra in solution.

(A) (R)-2-(2-Chlorophenoxy)propanoic Acid, (R)-1. For
(R)-1, we constructed the dimer conformations using the
optimized structures of conformers 1, 3, and 4 of the
monomeric acid7 (labeled as Con1, Con3, and Con4). The
structures of these three conformations are similar to those
of conformers 1, 2, and 3 of methyl ester.7 The conformer 2
of monomeric acid was not used because the dihedral angle
D4 for this conformer (1.2°) does not permit dimer formation.
The length of hydrogen bond OsH- - - - -O is taken from
the literature21 to be 2.70 Å. The three starting monomer
conformations generated six starting dimer conformations,
and all of these conformers were submitted to geometry
optimization. The final optimized structures are summarized
in Table 1. In the optimized structures, the geometries of
individual monomer units of dimer are very close to those
of starting monomeric acids. The optimized hydrogen bond
length, OsH- - - - -O, is around 2.69 Å. The optimized
structure of lowest energy dimer conformer, Con3-Con4, is
shown in Figure 5 A.

To evaluate if these dimer conformers are in fact the ones
that represent the spectra in solution, we calculated the
vibrational frequencies and intensities for the six stable dimer
conformers listed in Table 1. From the vibrational frequency
calculation, we noted that all six structures represent energy
minima, as there were no imaginary frequencies. The relative
Gibbs free energies and populations generated there from
are also listed in Table 1. The population weighted VA and
VCD spectra for (R)-1 are compared to the corresponding
experimental spectra in Figure 1.

In the VA spectra of Figure 1, the predicted dimer spectra
can be seen to be in much better agreement with experimental
spectrum, while predicted monomeric acid spectrum is not.
The region from∼1650 cm-1 to 1000 cm-1 has a good
agreement between experimental and predicted dimer spectra.
The predicted monomer VA spectrum on the other hand
shows two extra peaks around 1340 and 1160 cm-1. In the
VCD spectra of Figure 1, the predicted dimer spectrum has
a much better agreement, compared to the spectrum calcu-
lated for monomeric acid, with the experimental spectrum
in the∼1600-1000 cm-1 region. One discrepancy is in the
region near 1275 cm-1 where predicted spectrum shows an
extra negative-positive couplet. Nevertheless, the predicted
spectrum of dimer satisfactorily reproduces the positive-
negative couplet seen around 1240 cm-1 in the experimental
spectrum, while the predicted monomer spectrum failed to
reproduce this feature. From the calculated vibrational
displacements, the vibration that generated this positive-
negative couplet is found to involve the hydrogen atoms in
the carboxylic groups of dimer. This explains why the
predicted spectrum for the monomer acid cannot reproduce
this couplet.

Since a reasonable agreement, in both VA and VCD
spectra, is seen between the predicted dimer spectra and

Table 1. Optimized Geometries, Gibbs Energies, and Populations of Conformers of (R)-2-(2-Chlorophenoxy)propanoic Acid
Dimera

monomer 1 monomer 2

conformer D1 D2 D3 D4 D1 D2 D3 D4 energy (kJ/mol) population

Con3-Con4 178 72 -159 -176 79 81 -169 -177 0 0.3366
Con3-Con3 177 72 -154 -176 177 72 -154 -176 1.696 0.1698
Con1-Con3 176 71 35 178 178 72 -155 -176 1.859 0.1590
Con1-Con4 177 71 31 178 79 81 -169 -178 2.308 0.1326
Con1-Con1 177 72 32 178 177 72 32 178 2.977 0.1013
Con4-Con4 79 80 -167 -177 79 80 -167 -177 2.990 0.1007
a The labels Con1, Con2, Con3, and Con4 are for the optimized conformations of monomeric acid. The dihedral angle definitions for D1, D2,

D3, and D4 are respectively, C2C1O7C8, C1O7C8C9, O7C8C9O10, and C8C9O10H11 . See Chart 1 for atom numbering. The four optimized dihedral
angles, D1-D4, for monomeric acid conformers are as follows: 177, 71, 35, and 178 for Con1; -164, 146, -4, and 1 for Con2; 177, 73, -159,
and -176 for Con3; and 81, 80, -169, and -178 for Con4.

Figure 5. The structures of lowest energy conformers of
dimeric acids: (A) Con3-Con4 of (R)-2-(2-chlorophenoxy)-
propanoic acid; (B) Con2-Con2 of (R)-2-(3-chlorophenoxy)-
propanoic acid; (C) Con2-Con2 of (R)-2-(4-chloro-2-meth-
ylphenoxy)propanoic acid; and (D) Con2-Con2 of (R)-2-(2,4-
dichlorophenoxy)propanoic acid.
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experimental spectra in solution, the dimer conformations
used in calculation can be considered to represent the
conformations in the solution. Furthermore, since experi-
mental VCD spectra were obtained for (+)-enantiomer and
calculations were done for the (R)-configuration, the absolute
configuration can be assigned as (+)-(R), as was concluded
from prior investigations7 on methyl ester of this acid.

(B) (R)-2-(3-Chlorophenoxy)propanoic Acid, (R)-2. Loca-
tion of chlorine atom at position 3 of phenyl group in (R)-2
makes the energy barrier less when the dihedral angle
C2C1O7C8 is varied. As a result there is one additional
conformation here than in the case of (R)-1. Four stable
conformers 1, 2, 3, and 4 of monomeric acid are similar7 to
conformers 1, 2, 4, and 3 of the corresponding methyl ester.
These conformers (labeled as Con1, Con2, Con3, and Con4)
are used to construct dimer conformers, which lead to 10
starting dimer structures. All of these 10 conformers are
submitted to geometry optimization. The seven most stable
conformers are listed in Table 2. The remaining three
conformers with higher energy are not listed because their
populations are negligible for the present purposes. Again,
the monomer components in dimer have the geometries
similar to those optimized for monomeric acids. The structure
of the lowest energy dimer conformer, Con2-Con2, is shown
in Figure 5B. The vibrational spectra of (R)-2 dimers are
calculated at the optimized geometries. The populations of
dimer conformers deduced from Gibbs energies are also
listed in Table 2. The VA and VCD spectra are compared
to the experimental spectra in Figure 2. In the VA spectra
of Figure 2, we see an excellent agreement again between
experimental and predicted dimer spectra but not between
experimental and predicted monomer spectra. The relative
intensities of predicted dimer VCD bands in the 1360 cm-1

to 1200 cm-1 region are somewhat larger than the experi-
mental values. When positive and negative VCD bands
appear next to each other, separation between their band

positions will influence their relative intensities due to mutual
cancellation. Thus unless band positions are predicted
accurately, which is difficult at B3LYP/6-31G* level, the
relative intensities of overlapping VCD bands cannot be
reproduced well. The overall agreement between experi-
mental and predicted dimer VCD spectra is much better than
that between the experimental and predicted monomer VCD
spectra. In particular, the signs of VCD bands in predicted
dimer and experimental spectra agree very well in the region
from ∼1650 cm-1 to 1000 cm-1. Thus the dimer conforma-
tions used can be considered to represent the conformations
in solution. From the comparison between predicted dimer
and experimental spectra, the absolute configuration of2 can
be assigned as (+)-(R), as concluded from investigations on
corresponding methyl esters.7

(C) (R)-2-(4-Chloro-2-methylphenoxy)propanoic Acid,
(R)-3. For this acid, the conformers 1 and 2 (labeled as Con1
and Con2) in both acid and its methyl ester6 account for about
90% of the population. Therefore, only conformers 1 and 2
are chosen to construct dimer structures. This will generate
three starting dimer structures. All of these three conformers
are submitted for geometry optimization. Their optimized
structures are listed in Table 3. Here also the monomer
components in dimer have the geometries similar to those
optimized for monomeric acids. The structure of the lowest
energy dimer conformer, Con2-Con2, is shown in Figure 5C.

The VA and VCD spectra are calculated for these three
conformers at their optimized geometries. The population
weighted predicted spectra for dimeric acids are shown in
Figure 3. In the VA spectra of Figure 3, we notice an
excellent agreement again between experimental and pre-
dicted dimerspectra. There are some minor differences in
the relative absorption intensities among predicted dimer and
experimental spectra, but the relative intensities cannot be
expected to match well at B3LYP/6-31G* level used here.
In the VCD spectra of Figure 3, the major positive and

Table 2. Optimized Geometries, Gibbs Energies, and Populations of Conformers of (R)-2-(3-Chlorophenoxy)propanoic Acid
Dimera

monomer 1 monomer 2

conformer D1 D2 D3 D4 D1 D2 D3 D4 energy (kJ/mol) population

Con2-Con2 0.1 73 -158 -176 0.1 72 -158 -176 0 0.1898
Con3-Con3 178 72 -154 -176 179 72 -154 -176 0.181 0.1764
Con2-Con3 0.1 72 -160 -177 179 71 -157 -177 0.328 0.1662
Con3-Con4 178 72 -156 -176 -1 71 32 179 1.000 0.1267
Con1-Con3 177 71 35 178 178 72 -156 -177 1.082 0.1227
Con1-Con2 177 71 33 178 0.1 72 -157 -177 1.166 0.1186
Con2-Con4 -0.4 72 -157 -177 -2 71 33 178 1.599 0.0996
a The labels Con1, Con2, Con3, and Con4 are for the optimized conformations of monomeric acid. The dihedral angle definitions for D1, D2,

D3, and D4 are, respectively, C2C1O7C8, C1O7C8C9, O7C8C9O10, and C8C9O10H11. See Chart 1 for atom numbering. The four optimized dihedral
angles, D1-D4, for monomeric acid conformers are as follows: 177, 71, 36, and 179 for Con1; 0.4, 72, -158, and -177 for Con2; 178, 73,
-158, and -177 for Con3; and -2, 70, 33, and 179 for Con4.

Table 3. Optimized Geometries, Gibbs Energies, and Populations of Conformers of
(R)-2-(4-Chloro-2-methylphenoxy)propanoic Acid Dimera

monomer 1 monomer 2

conformer D1 D2 D3 D4 D1 D2 D3 D4 energy (kJ/mol) population

Con2-Con2 180 71 -155 -176 180 71 -155 -176 0 0.5465
Con1-Con2 180 70 33 178 180 71 -156 -176 1.452 0.3042
Con1-Con1 179 71 31 178 179 71 31 178 3.216 0.1493
a The labels Con1 and Con2 are for the optimized conformations of monomeric acid. The dihedral angle definitions for D1, D2, D3, and D4

are, respectively, C2C1O7C8, C1O7C8C9, O7C8C9O10, and C8C9O10H11 . See Chart 1 for atom numbering. The four optimized dihedral angles,
D1-D4 for monomeric acid conformers are as follows: 178, 70, 35, and 179 for Con1 and 180, 72, -156, and -177 for Con2.
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negative VCD bands agree well between experimental and
predicted dimer spectra. The experimental positive-negative
VCD couplet around 1240 cm-1, which does not show up
in the predicted spectrum of monomeric acid is reproduced
very nicely in predicted dimer spectrum. Thus the dimer
conformations used can be considered to represent the
conformations in solution. Since the signs of VCD bands in
predicted dimer and experimental spectra agree very well in
Figure 3, the absolute configuration of3 can be assigned as
(+)-(R), as deduced from investigations on corresponding
methyl ester.6

(D) (R)-2-(2,4-Dichlorophenoxy)propanoic Acid, (R)-4.
For (R)-4, three conformers (labeled Con1, Con2, Con3)
account for most of the population of monomer acid
conformers. Thus these three conformers are used to
construct the dimer structures, resulting in six starting dimer
conformations. The optimized dimer structures are listed in
Table 4. Here also the monomer components in dimer have
the geometries similar to those optimized for monomeric
acids. The structure of the most stable conformer, Con2-
Con2, is shown in Figure 5D.

The predicted VA and VCD spectra for dimeric acid are
shown in Figure 4. The agreement between experimental and
predicted dimer spectra is quite good, while that between
experimental and predicted monomer spectra is rather poor.
Some minor discrepancies however should be noted. In the
1250 cm-1 region, the experimental absorption spectrum
shows a broad band, while the predicted dimer absorption
spectrum shows three resolved bands. In the region from
1060 to 1150 cm-1, the predicted dimer spectrum shows two
well-separated peaks, while experimental spectrum shows
two partially separated peaks. These discrepancies are
attributed to the errors in predicted band positions at the
B3LYP/631G* level. Nevertheless, the fact the experimental
spectra are reasonably well reproduced by the predicted
dimer spectra and not by the predicted monomer spectra
suggests that the dimer conformations used here represent
those in solution. Moreover, since the signs of all major VCD
bands in predicted dimer and experimental spectra agree very
well, the absolute configuration of4 can be assigned as
(+)-(R), agreeing with the conclusion arrived at from the
investigations on corresponding methyl ester.6

The vibrational absorption spectra in the carbonyl region
are shown in Figure 6 for all four acids considered.
Concentrations used for the experimental absorption spectra
in Figure 6 are the same as those for the spectra in Figures

1-4. The experimental VCD spectra in this region are not
shown because VCD bands in this region are very weak.
The predicted dimer absorption spectra have better agreement
with experimental absorption spectra compared to the
predicted monomer spectra. The strong peak around 1730
cm-1 in the experimental spectra is reproduced well in the
predicted dimer spectra. The high frequency shoulder at 1774
cm-1 in the experimental spectra is assigned7 to the carbonyl
vibration of monomer. Although some amount of monomer
conformers is present in solution, the absorption and VCD
in the 1650-950 cm-1 region are mostly determined by the
dimer conformations as can be inferred from Figures 1-4
and from concentration dependent studies (vide infra). If the
goals were to compare the experimental and calculated
spectra quantitatively, then one would have to simulate the
predicted spectra with a certain amount of monomer con-
formers. Alternately, it would be possible to determine the
percent populations of monomers and dimers using a
regression analysis of the experimental and predicted intensi-
ties,22 if the predicted absorption and VCD intensities are
quantitatively accurate. But it was pointed out22 that B3LYP
predictions of absorption and VCD intensities are not
sufficiently accurate for quantitative comparisons, even when
large basis sets are used for small molecules. For this reason

Table 4. Optimized Geometries, Gibbs Energies, and Populations of Conformers of (R)-2-(2,4-Dichlorophenoxy)propanoic
Acid Dimera

monomer 1 monomer 2

conformer D1 D2 D3 D4 D1 D2 D3 D4 energy (kJ/mol) population

Con2-Con2 178 72 -155 -176 178 72 -155 -176 0 0.2340
Con1-Con2 177 71 31 178 178 72 -158 -176 0.415 0.1979
Con2-Con3 178 73 -162 -176 79 81 -171 -178 0.848 0.1662
Con3-Con3 80 81 -171 -178 80 81 -171 -178 0.898 0.1628
Con1-Con3 177 71 34 178 80 80 -168 -178 1.286 0.1392
Con1-Con1 177 71 32 178 177 71 32 178 2.108 0.0999
a The labels Con1, Con2, and Con3 are for the optimized conformations of monomeric acid. The dihedral angle definitions for D1, D2, D3,

and D4 are, respectively, C2C1O7C8, C1O7C8C9, O7C8C9O10, and C8C9O10H11. See Chart 1 for atom numbering. The four optimized dihedral
angles, D1-D4, for monomeric acid conformers are as follows: 177, 70, 36, and 178 for Con1; 178, 72, -160, and -177 for Con2; and 82, 80,
-171, and -179 for Con3.

Figure 6. The experimental (bottom trace) and predicted (top
two traces) vibrational absorption spectra for acids 1-4 in the
carbonyl region. The predicted frequencies are scaled by
0.9613.
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we did not attempt to obtain the simulated spectra with an
admixture of monomer and dimer contributions.

Concentration Dependence. It is known that studies on
dilute solutions are appropriate to avoid the influence of
dimers and to increase the population of monomers in solu-
tion. This strategy, although perfectly valid, is not particularly
useful for VCD spectra because, extremely dilute concentra-
tions are needed for realizing predominant monomer con-
formations and at such dilute concentrations solvent absorp-
tion interference prevents VCD measurements with sufficient
signal-to-noise. To illustrate this point concentration de-
pendent absorption and VCD spectra for (+)-2-(2-chloro-
phenoxy)propanoic acid in the 1650-950 cm-1 region are
shown in Figure 7. As the concentration is lowered, the VCD
signal magnitudes are seen to decrease, but the onset of
solvent interference becomes an issue long before monomer
contributions begin to appear in the region studied. As can
be seen in Figure 7, the regions 1491-1445, 1398-1369,
and 1115-1082 cm-1 had to be blocked out at a concen-
tration of 6.1 mg/mL, due to excessive noise resulting in
these regions from the solvent absorption interference. Thus
it is not possible to conduct VCD studies on solutions that
are continuously diluted to the point where monomers
dominate.

Spectral Additivity. When dealing with large molecular
systems, it would be tempting to undertake the calculations
on different fragments of the molecule of interest and add
the results to represent the property of full molecule. Such
an approach would be valid if the interactions between

different fragments do not influence the property of interest.
In the case of vibrational properties, however, the very nature
of normal coordinates imposes cross talk between fragments
of a molecule. So it is of interest to know if the vibrational
spectra of fragments can be additive to represent the
vibrational spectrum of full molecules. Since dimers are
viewed as a combination of two monomers, it would be
useful to verify the additivity of the spectra of monomers.
In Figure 8, the predicted vibrational spectra for monomer
conformers 3 and 4, their numerical sum and of dimer
derived from these monomers are compared for 2-(2-
chlorophenoxy)propanoic acid. In the 1150-950 cm-1

region, the numerically added VCD spectrum compares
reasonably well with the predicted VCD spectrum of dimer.
But the numerically added absorption spectrum in this region
does not match with the predicted absorption spectrum of
dimer. In the 1400-1150 cm-1 region, both absorption and
VCD spectra predicted for dimer are significantly different
from the corresponding numerically added spectra for
monomers contained therein. The vibrational modes involv-
ing intermolecular hydrogen bonding appear in the 1400-
1150 cm-1 region, as noted for other hydrogen-bonded
systems23 such as butanol. Thus the concept of additivity
for vibrational absorption and VCD spectra ofR-aryl
propanoic acids does not work in the spectral regions where
vibrational modes involving intermolecular hydrogen bonds
occur.

Figure 7. Concentration dependent vibrational absorbance
and VCD spectra of (+)-2-(2-chlorophenoxy)propanoic acid
in CDCl3. The path length is 180 µm for 30.9 mg/mL, 400 µm
for 15.5 mg/mL, and 900 µm for 6.1 mg/mL. In the topmost
VCD spectrum (at 6.1 mg/mL) the regions around 1470, 1360,
and 1080 cm-1 have been removed because of noise resulting
from solvent absorption interference.

Figure 8. Evaluation of spectra additivity of B3LYP/6-31G*
predicted spectra for 2-(2-chlorophenoxy)propanoic acid:
(a) vibrational absorption (bottom panel) and (b) VCD (top
panel) Con3 and Con4 are the monomer spectra predicted
for these two conformations. Con3+Con4 represents the
numerical sum of the spectra predicted for monomer conform-
ers 3 and 4, while dimer spectra represent those predicted
for the dimer Con3-Con4. The predicted frequencies are
scaled by 0.9613.
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Conclusions
The predicted VA and VCD spectra for monomer conforma-
tions of R-aryloxypropanoic acids did not reproduce the
corresponding experimental spectra. This is believed to be
due to dimer formation for acids in solution. Noting that the
predicted structures of monomeric acids are very similar to
those of corresponding methyl esters, we hypothesized that
the lowest energy structures of monomeric acids can be used
to construct the starting structures for dimeric acids. The
starting geometries of dimer structures were optimized at
B3LYP/6-31G* level. In the optimized dimer structures, the
individual monomer components are found to have structures
similar to the optimized conformers of monomeric acids. To
verify the reliability of optimized dimer structures, VA and
VCD spectra have been calculated at the optimized geom-
etries. The population weighted predicted VA and VCD
spectra for dimeric acids are found to be in good agreement
with the corresponding spectra in CDCl3 solution.

Based on the present work, we can suggest a general
approach for interpreting the vibrational spectra of carboxylic
acids in solution. This approach involves first finding the
lowest energy conformers of a monomeric acid and its methyl
ester. If the lowest energy conformers of acid and its ester
are similar, then one can use these lowest energy optimized
structures for generating dimer conformers. Vibrational
spectra calculated for the optimized dimer conformers can
then be compared to the experimental spectra to evaluate
the validity of these conformers in solution. In this manner,
one can determine the predominant conformations of dimeric
acids as well as their absolute configuration using density
functional predictions of VA and VCD spectra.
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